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Abstract

A 2-D discrete convolution is a linear operation and as such can be expressed as a prod-
uct of two matrices, namely, the left and right convolution matrices, respectively. Such a
decomposition provides a way of parallelising computation of a 2-D discrete convolution.
The general forms of the left and right convolution matrices and related memory reference
mechanisms have been considered.
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1 A fully parallel algorithm

The convolution of a pair of two-dimensional discrete functions, f(x) and h(x) is a linear oper-
ation defined as [1, 2]:

fx) ©h(x) =) fu)h(x —u) (1)
C

Cc

Given an R x C' image F: R F and an r x ¢ filter H: "lH , the 2-D discrete

convolution can be expressed as a product of two specially formed block-matrices, called the
left convolution matrix, lcm, and the right convolution matrix, rcm, as follows

F®H =lem(F,r)-rem(H,C) =lem(H, R) - rem(F, ¢) (2)

The left convolution matrix lem(F,r) is composed of the image matrix F' replicated r times,
each block shifted down by one row in the following way:
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The size of the left convolution matrix is (r - C') x (R+r — 1).
The right convolution matrix, rcm(H,C), consists of one-dimensional convolution ma-
trices of order C formed from rows of the filter H:

~— C+c—-1—
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rem(H,C) = <H(2’ e r-C (4)
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where H(m,:) denotes the m-th row of the matrix H, and the angle brackets denote the 1-D
convolution matrix. For a row vector h of length ¢, the one-dimensional convolution matrix
of order C, also known as the Sylvester resultant matrix [3, ?], is formed from the shifted
vector h in the following way:
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Therefore, the right convolution matrix is of size (r - C') x (C'4+ ¢ — 1) and the 2-D convolution
matrix will have size (R+r —1) x (C+c¢—1).
The proof of equation (2) follows an illustrative example.

Example

The calculations were carried out using MATLAB [4].
R=5;C=4;r=3,;c=2;

F=11121314; H=0.110.12:
2122 23 24 0.21 0.22
31323334 0.31 0.32
41 42 43 44
51 52 53 54
lemF=11121314 0000 00 0 O
21222324 11121314 0 0 0 0
31323334 21222324 11121314
41424344 31323334 21222324
51 525354 41424344 31323334
0000 51525354 41424344
0000 0O0GOO 51525354

rcmH = [ convmtx(H(1, :), C); convmtx(H(2, :), C); convmtx(H(3, :), C) ]

=011012 0 0 O
0 011012 0 O
0 0 011012 O
0 0 0 011012

021022 0 0 O
0 021022 0 O
0 0 021022 0
0 0 0 021022

031032 0 0 O
0 031032 0 O
0 0 031032 0
0 0 0 031032

G = conv2(F, H) = lemF*rcmH

1.21 2.64 287 3.10 1.68
4.62 9.88 10.54 11.20 5.96
11.23 23.72 25.01 26.30 13.84
17.53 36.62 37.91 39.20 20.44
23.83 49.52 50.81 52.10 27.04
23.42 48.28 49.34 50.40 25.96
15.81 32.44 33.07 33.70 17.28

Proof

The proof is inductive over r. Firstly, for » = 1 equation (2) is reduced to the well-known 1-D
case, namely, to convolution of each row of matrix F' with a row vector H, and can be written

as
FoHx.=F-(H)c



Assuming now that equation (2) is true for some r, we will show that it holds for » + 1. In this
case we have:

07‘><C’
rem(H, R)
Fo Hr+1><c = lcm(F’T) Ja . =
0
(H(r+1,:))c
lem(F,r) 0 W | FoHx. 0
l 0 1rcm(H,R)+ F}H(r—i—l,.»c— 0 + FoHr+1,:) 1

which completes the proof.

1.1 Implementation comments

The significance of equations (2), (3) and (4) is twofold. Firstly, at the conceptual level, they
show in a direct way how the 2-D convolution can be represented by a single matrix multiplica-
tion. Secondly, at the implementation level, these equations can be seen as a detailed description
of a parallel version of the convolution algorithm.

The direct formation of the lcm and rem matrices is rather impractical for real images due
to their size. It is possible, however, to replace the replicated storage of the blocks and elements
of the convolution matrices by suitable memory reference mechanisms. We will describe these
reference mechanisms for three convolution matrices specified in equations (5), (4) and (3),
respectively.

If D= (h)c is a 1-D convolution matrix, as specified in equation (5), then the memory
reference mechanism can be described as follows:

_J hin—-m+1], f 1<n-m+1<c
D [m,n] _{ 0 otherwise (6)

If B=rcem(H,C) is the right convolution matrix defined by equation (4), then the memory
reference mechanism for this matrix can be specified in the following way:

_JHl4+a,n—-p], if 1<n-p<c
B [m,n] = { 0 otherwise (7)

where o and 8 are the quotient and remainder from the division of (m — 1) by C, that is:
m—-1)=a-C+p; aa=0,...,r—1; =0,...,C—1.

Finally, if A = lem(F,r) is the left convolution matrix defined by equation (3), then the
memory reference mechanism is of the following form:

_JHm—-—~,1+4], f 1<m-y<R
Alm, n] _{ 0 otherwise (8)

where v and § are the quotient and remainder from the division of (n — 1) by C, that is:

(n—1)=~-C+d6; v=0,...,r—1; 6=0,...,C—1.



2 A row-by-row algorithm

In some situations the preference may be given to the partially vectorised algorithm in which
only one row (or column) of the convolution is computed at each step. The row-by-row algorithm
can be described using the MATLAB language in the following way

e Scan the filter vertically, transpose it, and reverse the order of its elements
h = fliplr(H(:)’)
For example:

H=0.110.12
0.21 0.22
0.31 0.32

h =0.320.22 0.12 0.31 0.21 0.11

e Calculate the ¢ x (C' — ¢+ 1) matrix p of pointers to the image columns which are to be
multiplied by the scanned filter h
cp = convmtx(1:C, c)
p = flipud(cp(:, c:C))
For example:

cp=12345670 p=123456
01234567 234567

For each row y = 1,..., R —r + 1 of the convolution matrix:

e Extract the r x C strip from the image
f = F(y:y+r-1, :)
For example:

f = 21 22 23 24 25 26 27 28
31 32 33 34 35 36 37 38
41 42 43 44 45 46 47 48

e Re-arrange columns of the strip matrix f as pointed to by the matrix of pointers, p:

gg(:) =1£C, p)
For example:

gg = 21 22 23 24 25 26 27
31 32 3334 35 36 37
41 42 43 44 45 46 47

22 23 24 25 26 27 28
32 33 34 35 36 37 38
42 43 44 45 46 47 48

e Pre-multiply gg by h in order to obtain the y-th row of the convolution of F' and H:
g(y,:) = hxgg
For example:
g(y,:) = 44.65 45.94 47.23 48.52 49.81 51.10 52.39



3  Summary

Representation of the two-dimensional convolution as a product of two appropriately formed
matrices specified in equations (3) and (4) is equivalent to a compact description of a parallel
convolution algorithm. Subsequently, it has been shown that a direct formation of convolution
matrices can be implemented using suitable memory reference mechanisms. Finally, a row-by-
row version of the convolution algorithm has been presented.
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