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ABSTRACT

In two previous papers (Price & Monaghan 2004a,b) (papers I,II) we have described
an algorithm for solving the equations of Magnetohydrodynamics (MHD) using the
Smoothed Particle Hydrodynamics (SPH) method. The algorithm uses dissipative
terms in order to capture shocks and has been tested on a wide range of one dimen-
sional problems in both adiabatic and isothermal MHD. In this paper we investigate
multidimensional aspects of the algorithm, refining many of the aspects considered in
papers I and II and paying particular attention to the code’s ability to maintain the
∇ ·B = 0 constraint associated with the magnetic field. In particular we implement a
hyperbolic divergence cleaning method recently proposed by Dedner et al. (2002) in
combination with the consistent formulation of the MHD equations in the presence of
non-zero magnetic divergence derived in papers I and II. Various projection methods
for maintaining the divergence-free condition are also examined. Finally the algorithm
is tested against a wide range of multidimensional problems used to test recent grid-
based MHD codes. A particular finding of these tests is that in SPMHD the magnitude
of the divergence error is dependent on the number of neighbours used to calculate
a particle’s properties and only weakly dependent on the total number of particles.
Whilst many improvements could still be made to the algorithm, our results suggest
that the method is ripe for application to problems of current theoretical interest, such
as that of star formation.

Key words: (magnetohydrodynamics) MHD – magnetic fields – methods: numerical
– star formation

1 INTRODUCTION

Magnetic fields play an important, in some cases crucial, role
in many areas of astrophysics. Despite the relative simplic-
ity and well-studied nature of the equations which describe
them, their effects are complicated and analytic studies are
difficult and limited in scope. It is for this reason that a large
theoretical effort over the past decade or so has been devoted
to developing accurate numerical algorithms for Magnetohy-
drodynamics (MHD) in an astrophysical context. There are,
however, severe technical challenges to be overcome in the
numerical solution of the MHD equations.

Smoothed Particle Hydrodynamics (SPH, for a review
see Monaghan 1992) is a fully Lagrangian particle method
which solves the equations of fluid dynamics on a system
of moving interpolation points which follow the fluid mo-
tion. SPH is an extremely versatile and robust numerical
method and as a result has found widespread use in Astro-
physics. There have, however, been difficulties with previ-
ous attempts to simulate magnetic fields within SPH, most

prominently due to a numerical instability found to occur
when an exactly momentum conserving form of the SPMHD
equations was used.

In two previous papers (Price & Monaghan 2004a,b,
hereafter papers I and II), we have described an algorithm
for SPMHD in detail. The discrete equations are formulated
from a variational principle (paper II) which ensures consis-
tency with physical principles (such as conservation of mo-
mentum and energy) and a consistent treatment of magnetic
divergence terms, the effects of which we will investigate in
this paper. Artificial dissipation terms appropriate for shock-
type problems were formulated in paper I. These terms are
carefully formulated to give a positive definite contribution
to the entropy. The algorithm has been tested on a wide
range of standard one dimensional problems used to test re-
cent grid-based MHD codes and also on the one dimensional
‘Toy Stars’ of Monaghan & Price (2004). The algorithm has
been shown to give robust and accurate results on these
problems.
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In more than one spatial dimension errors associated
with the non-zero divergence of the magnetic field need to
be taken into account in any numerical MHD scheme. There
are two distinct issues to be addressed. The first is the treat-
ment of terms proportional to ∇ · B in the MHD equations
(in particular in the formulation of the induction equation
and the magnetic force). The second is the maintenance of
the ∇ · B = 0 constraint. It should be noted that a solu-
tion to the latter problem does not necessarily resolve the
former, since maintaining ∇ · B = 0 in a particular numer-
ical discretisation does not guarantee that it is zero in all
discretisations.

With regards to the first issue, Brackbill & Barnes
(1980) first noted that, when using a conservative formu-
lation of the magnetic force, a supposed steady state could
become polluted because of the small but non-zero compo-
nent of magnetic force directed along the field lines due to a
non-zero ∇·B. This error can have serious consequences even
though the proportional error in the magnetic field is small.
In SPMHD the force parallel to the field in conservative
formulations can have catastrophic consequences, leading to
numerical instability under some circumstances (Phillips &
Monaghan 1985). Brackbill & Barnes (1980) approached this
problem by preferring a non-conservative formulation of the
momentum equation which guarantees that the magnetic
force is exactly perpendicular to the field. Such an approach
has also been used successfully in an SPMHD context by sev-
eral authors (e.g. Benz 1984; Meglicki et al. 1995; Byleveld
& Pongracic 1996; Cerqueira & de Gouveia Dal Pino 2001),
however numerical simulations of shocks seem to require the
exact conservation of momentum in order to provide the cor-
rect jump conditions at shock fronts (which means, at the
very least, the discrete formulation should be based on con-
tinuum equations which conserve momentum exactly even
with a non-zero magnetic divergence).

This issue of neglect or inclusion of terms proportional
to ∇ · B was discussed at some length in paper I, where we
followed both Janhunen (2000) and Dellar (2001) in formu-
lating the MHD equations such that they form a consistent
set in the presence of magnetic monopole terms, retaining
both the conservation of momentum and energy necessary
for shocks but using a ‘non-conservative’ formulation of the
induction equation. The SPMHD equation set used in pa-
pers I was shown to form a consistent set with respect to the
monopole terms in both discrete and continuum forms by
deriving the SPMHD equations of motion and energy from
a variational principle which uses the discrete formulations
of the continuity and induction equations as constraints (see
paper II). The implications of the formulation of the MHD
equations in the propagation of divergence errors is discussed
further in §6.1 and examined numerically in §7.2.

Many approaches to the second issue (namely the main-
tenance of the ∇ · B = 0 constraint) are possible. Perhaps
the simplest in an MHD context is to explicitly evolve a
vector potential A, from which the magnetic field is derived
by taking the curl, guaranteeing that the divergence is zero.
The major disadvantage of this approach is that the com-
putation of the force terms involves second derivatives of
the evolved variable (A), which in general can be signifi-
cantly less accurate. Furthermore evaluation of dissipative
terms proportional to ∇2B would require computation of
the third derivatives. Whilst it may be possible to use the

vector potential in an SPMHD context without degrading
the accuracy substantially, we do not pursue such an inves-
tigation in this paper (although it is our intention to do so
elsewhere).

Brackbill & Barnes (1980) proposed a simple projection
scheme to ‘clean up’ the magnetic field at each timestep, an
approach which is now commonly used in many grid-based
MHD codes (e.g. Balsara 1998). Similar schemes have been
implemented in an SPH context for the simulation of in-
compressible flows (Cummins & Rudman 1999). The disad-
vantage of this approach is that it involves the solution of
a Poisson equation which is computationally expensive. In
self-gravitating SPMHD this approach holds some promise
as the cost may be mitigated by utilising the treecode used
in the calculation of the gravitational force. In this paper we
examine various projection methods based on this approach
in §6.2.

Another approach used in grid-based MHD codes is
the so-called ‘constrained transport’ method pioneered by
Evans & Hawley (1988) in which differences of the mag-
netic field across the grid cell are constructed in such a way
as to maintain the divergence free condition exactly. Such
methods work very well, but is difficult to see how they
can be made applicable to SPH because of the absence of
a spatial grid (although perhaps some divergence-free inter-
polation could be devised). A comparison between several
constrained-transport type schemes with the source term
approach of Powell et al. (1999) and the projection method
has been recently presented by Tóth (2000) for finite differ-
ence codes. Although not all of the schemes are applicable
in an SPH context, many of the numerical tests presented
in this chapter are taken from Tóth’s paper.

More recently Dedner et al. (2002) have proposed a
method for cleaning the magnetic field which is significantly
faster than the projection method. This method involves
explicitly adding a constraint propagation equation which
is coupled to the evolution equation for the magnetic field.
This equation propagates the divergence error in a hyper-
bolic (ie. wave-like) manner away from its source, allowing
diffusion of the error to proceed rapidly within the timestep
condition. This method is easily applied to the SPMHD al-
gorithm and we provide details of the implementation in
§6.3.

The paper is organised as follows: In §2 and §3 we sum-
marise the formulation of the continuum MHD equations
and the corresponding SPMHD form of these equations from
papers I and II. In the course of the multidimensional test-
ing, several aspects of the algorithm have been changed or
refined from that presented in papers I and II. The first
change is the method for removing the tensile instability,
which is therefore discussed in §4. The implementation of
the dissipative terms formulated in paper I in order to cap-
ture shocks (paper I) is reviewed and modified accordingly in
§5. In §6 we investigate several of the approaches discussed
above to the maintainance of the ∇·B = 0 constraint which
are applicable in an SPH context, namely the source term
approach discussed in the previous chapter (§6.1), projec-
tion methods (§6.2) and the Dedner et al. approach (§6.3).
The algorithm is then benchmarked, as in the one dimen-
sional case, against a wide range of multidimensional test
problems used to test recent grid-based MHD codes (§7).
The tests involve the propagation of an initially non-zero
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magnetic divergence (§7.2), nonlinear Alfvén waves (§7.3),
two dimensional shock tubes (§7.5), an MHD rotor problem
(§7.6) and the Orszag-Tang vortex (§7.7). The results are
summarised in §8.

2 CONTINUUM EQUATIONS

Our SPMHD formalism is based on the equations of Mag-
netohydrodynamics in the form

dρ

dt
= −ρ ∂v

i

∂xi
, (1)

dvi

dt
=

1

ρ

∂Sij

∂xj
, (2)

de

dt
= −1

ρ

∂(viS
ij)

∂xj
, (3)

d

dt

„

Bi

ρ

«

=
Bj

ρ

∂vi

∂xj
, (4)

where

d

dt
=

∂

∂t
+ vi ∂

∂xi
,

e =
1

2
v2 + u+

1

2

B2

µ0ρ
, (5)

Sij = −Pδij +
1

µ0

„

BiBj − 1

2
δijB2

«

. (6)

The formulation of these equations with respect to terms
proportional to the divergence of the magnetic field was dis-
cussed in paper I and derived self-consistently from a varia-
tional principle in paper II. The implications of this particu-
lar formulation of the continuum equations in the propaga-
tion of divergence errors is discussed in §6.1 and confirmed
in the numerical tests presented in §7.

Note that in place of the specific total energy e, the
thermal energy can be evolved according to

du

dt
= −P

ρ

∂vi

∂xi
. (7)

Similarly, in place of (4) we could equivalently evolve the
magnetic flux density Bi according to

dBi

dt
= −Bi ∂v

j

∂xj
+Bj ∂v

i

∂xj
, (8)

The difference between evolving the total energy e in
place of the thermal energy u is found to be very minor.
One disadvantage of using the total energy is that it does
not guarantee a positive thermal energy (although this can
be a useful diagnostic of when a simulation is going wrong).
We choose to evolve the magnetic flux per unit mass Bi/ρ
since it is the natural variable to be carried by particles
of fixed mass. Again, however, the difference between using
(4) and (8) is found to be minor (although some difference
might be expected for simulations involving large changes in
the density). In general the differences between evolving dif-
ferent variables in SPH (and SPMHD) is dependent purely
on the timestepping algorithm used and can be shown to
decrease as smaller timesteps are used. It should be noted
that these differences are much smaller than those found in
grid-based codes due to the exact treatment of the advection
terms in Lagrangian formulations.

The equation set is closed by an appropriate equation
of state, which for an ideal gas is given by

P = (γ − 1)ρu, (9)

where P is the pressure, u represents the internal energy per
unit mass and γ is the ratio of specific heats.

3 SPMHD EQUATIONS

The discrete formulation of the SPMHD equations was dis-
cussed in paper I and derived self-consistently from a vari-
ational principle in paper II. A self-consistent formulation
of the SPMHD equations in the case of a variable smooth-
ing length was also derived in paper II. We summarise the
equations describing the method below.

The continuity equation is expressed by the density
summation

ρa =
X

b

mbW (|ra − rb|, ha), (10)

where W (|ra − rb|, h) is the interpolation kernel with
smoothing length h, for which we use the usual cubic spline
(paper I, Monaghan 1992). The time derivative of (10) gives
the SPH expression for the continuity equation (1), in the
form

dρa

dt
=

1

Ωa

X

b

mbvab · ∇aWab(ha), (11)

where vab = va − vb and Ω is a normalisation term which
takes account of the variation of the smoothing length with
density (paper II), given by1

Ωa =

"

1 − ∂ha

∂ρa

X

c

mc
∂Wab(ha)

∂ha

#

. (12)

The smoothing length is assumed to depend on the density
via the relation

ha = η

„

ma

ρa

«1/ν

, (13)

with derivative

∂ha

∂ρa
= − ha

νρa
, (14)

where ν is the number of spatial dimensions. We enforce
this relation by calculating both h and ρ self-consistently
by iteration of the density summation (10). The manner by
which this is done is described in more detail in paper II
and also in Price (2004). In brief, since the density of each
particle is independent of neighbouring particle smoothing
lengths we are able to iterate only those particles which have
not converged. Furthermore we predict the new value of the
smoothing length using the time derivative

dha

dt
= − ha

νρa

dρ

dt
. (15)

As a result the additional cost involved is minimal.

1 Beware that the expression given for Ω in paper II contains
some typographical errors. The correct expression is given by (12).
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The momentum equation (2) in SPH form is given by

dvi
a

dt
=

X

b

mb

»„

Sij

Ωρ2

«

a

∂Wab(ha)

∂xj
a

+

„

Sij

Ωρ2

«

b

∂Wab(hb)

∂xj
a

–

, (16)

whilst the energy equation (3) in discrete form is given by

dea

dt
=

X

b

mb

»„

Sij

Ωρ2

«

a

vi
b∇j

aWab(ha)

+

„

Sij

Ωρ2

«

b

vi
a∇j

aWab(hb)

–

. (17)

The internal energy equation (7) in SPH form is given by

dua

dt
=

Pa

Ωaρ2
a

X

b

mbvab · ∇aWab(ha). (18)

Finally, the induction equation is given by

d

dt

„

Bi

ρ

«

a

= − Bj

Ωaρ2
a

X

b

mbv
i
ab
∂Wab(ha)

∂xj
a

, (19)

or alternatively

dBi
a

dt
= − 1

Ωaρa

X

b

mb

h

vi
abB

j
a −Bi

av
j
ab

i ∂Wab(ha)

∂xj
a

. (20)

4 INSTABILITY CORRECTION

In paper I an artificial stress or ‘anticlumping’ term de-
scribed by Monaghan (1997) was used to eliminate the ten-
sile instability associated with a conservative formulation of
the momentum equation in SPMHD. The basis of this ap-
proach is that the instability manifests as particles clumping
together in the presence of a negative stress and at short
wavelengths (see below). The solution proposed by Mon-
aghan (1997) and described in paper I was to introduce a re-
pulsive term proportional to the anisotropic magnetic force
which acts to remove the instability at short wavelengths by
preventing particles from clumping together. This term has
been used very effectively in elastic dynamics simulations
(Gray et al. 2001) and was found to remove the instability
very effectively in the one dimensional simulations consid-
ered in papers I and II. A more detailed investigation of the
anticlumping term has been given recently in Price (2004),
interpreting the anticlumping term as a modification of the
kernel gradient used in the anisotropic force term. In this
investigation several disadvantages to the anticlumping ap-
proach were highlighted. The first is that at large negative
stresses (e.g. at low magnetic β) the anticlumping term can
cause the numerical estimate of the sound speed to be sig-
nificantly in error. The second, somewhat fatal disadvantage
is that the anticlumping term does not appear to guarantee
stability in the case of a variable smoothing length. For more
details we refer the reader to Price (2004), however it suf-
fices to say that the anticlumping approach does not appear
to be uniformly satisfactory for dynamical MHD problems,
particularly in more than one dimension. We therefore con-
sider two alternative approaches in this paper, which are
outlined below (§4.1,4.2).

It is worth recalling that the physical source of the in-
stability is the additional small but non-zero force directed

parallel to the magnetic field in the conservative formulation
of the MHD equations (see introduction). For this reason it
might be expected that enforcing the ∇ · B = 0 condition
might also eliminate the tensile instability. In fact this is
not the case, since the instability manifests even in one di-
mension (where the divergence is zero exactly). The reason
for this is that although the divergence is zero by virtue of
Bx = const, the gradient of this constant (as evaluated in
the force term) is not necessarily zero numerically. In par-
ticular this is the case in the conservative formulation of
the SPMHD equations, since the symmetric SPH gradient
evaluation in the form

∇Aa =
X

b

mb

„

Aa

ρ2
a

+
Ab

ρ2
b

«

∇Wab, (21)

is non-zero in the case of A = const. To counter this problem
two approaches may be taken. The first is to add or subtract
an arbitrary constant in order to keep the total stress pos-
itive and thus preventing negative stresses (and instability)
from occurring. The second approach is to use an SPH gra-
dient operator which vanishes for constant functions. These
approaches are described below.

4.1 Removing the constant component of

magnetic field

A simple method for removing the tensile instability is to
subtract an arbitrary constant from the stress in order to
make the total stress positive. For simulations where the
magnetic field is strong due to an initial net flux through
the system, a natural choice for this constant is to subtract
the external (ie. produced by currents outside the simulation
domain) component of the magnetic field. In this case the
stress tensor (6) for particle a is modified according to

Sij
a = −

„

Pa +
1

2µ0
B2

a

«

δij +
1

µ0

“

Bi
aB

j
a −Bi

0B
j
0

”

, (22)

where B0 is the magnetic field component which does not
change throughout the simulation (for example in one di-
mensional simulations we would use B0 = [Bx, 0, 0]). In
general the constant field could also have a spatial profile
(for example in a fixed dipole field from the central star in
an accretion disc) in which case the analytic gradient could
be used. In all of the cases we consider the external mag-
netic field is always the same independent of the particle
position, such that calculating (22) involves storing only a
single vector. It is worth noting that the formalism given
above (where the constant field is subtracted from the total
field) is more efficient than explicitly adding the contribu-
tions from separate constant and variable field components.

This simple solution completely cures the one dimen-
sional instability because the Bx component of the field is
explicitly removed from the anisotropic gradient term. Neg-
ative stresses can only arise in this formulation when the
anisotropic terms in the fluctuating component dominate
the isotropic pressure term (from which the constant field
has not been subtracted).

A more general formulation which guarantees stability
at all times must ensure that the total stress is positive. This
can be achieved by using

Sij
a = Sij

a − Sconst, (23)
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where

Sconst = max

»„

1

2

B2

µ0
− P

«

, 0

–

. (24)

where the maximum is taken over all the particles. In many
ways this is similar to the original proposal of Phillips &
Monaghan (1985) in which the maximum value of the stress
tensor over all the particles was determined and then sub-
tracted from the stress for each particle. One disadvantage
to this approach is that total energy is not conserved ex-
actly since the contribution to the total energy evolution
from the induction equation (which uses the total magnetic
field) does not exactly balance the contribution from the mo-
mentum equation. An alternative is the approach of Morris
(described below) in which the anisotropic term is modi-
fied slightly. In this paper we subtract the external field in
simulations where a dominant external field is present, as in
many of the two dimensional problems considered in this pa-
per, reverting to the Morris approach otherwise. In practice
we find little to differentiate the two approaches. The results
in all cases are much better than those obtained using the
anticlumping term.

4.2 Morris approach

An approach suggested by Morris (1996) is to retain the
conservation of momentum on the isotropic terms in (16) but
to treat the anisotropic terms using a differencing formalism
which is exact in the case of a constant function (see above).
The force term is then given by

−
X

b

mb

 

Pa + 1
2
B2

a/µ0

ρ2
a

+
Pb + 1

2
B2

b /µ0

ρ2
b

!

∂Wab

∂xi
(25)

+
1

µ0

X

b

mb
(BiBj)b − (BiBj)a

ρaρb

∂Wab

∂xj
. (26)

This formalism does not therefore guarantee exact momen-
tum conservation (since the anisotropic term does not give
equal and opposite forces between particle pairs) but can
be expected to give good results on shocks for which the
anisotropic term is less important. It is also a better ap-
proach than using formalisms based on a pure J × B force
since (26) is still a discretisation of a tensor force and there-
fore conserves momentum in the continuum limit for non-
zero ∇ · B. This also means that (26) retains the consis-
tent formulation of the MHD equations in the presence of
monopoles, although the discrete equations are no longer
self-consistent with each other (where self-consistent means
that the equations can be derived from a variational princi-
ple and will thus conserve momentum, energy and entropy).
Note that when using the variable smoothing length terms,
we use the average of the normalised kernel gradient in
(26), as in the dissipative terms. The small amount of non-
conservation introduced by the Morris formulation is not
found to significantly affect the shock capturing ability of
the scheme.

5 DISSIPATIVE TERMS

Artificial dissipation terms which are required in order to
simulate shocks were formulated in paper I. These terms

are given by
„

dv

dt

«

diss

= −
X

b

mb
αvsig(va − vb) · r̂

ρ̄ab
∇aWab, (27)

„

dBa

dt

«

diss

= ρa

X

b

mb
αBvsig

ρ̄2
ab

(r̂× (Bab × r̂)rabFab,(28)

„

dea

dt

«

diss

= −
X

b

mb
vsig(e∗a − e∗b)

ρ̄ab
r̂ · ∇aWab, (29)

where

r̂ =
(ra − rb)

|ra − rb|
(30)

and

e∗a =

8

>

>

>

>

<

>

>

>

>

:

1
2
α(va · r̂)2 + αuua

+ 1
2
αB [B2

a − (Ba · r̂)2]/µ0ρ̄ab, vab · rab < 0;

αuua + 1
2
αB [B2

a − (Ba · r̂)2]/µ0ρ̄ab, vab · rab ≥ 0;

(31)

with a similar expression for e∗b . Note that the notation used
in this paper differs slightly from that used in paper I. In
particular we use separate parameters α, αu and αB to con-
trol the artificial viscosity, thermal conductivity and resis-
tivity respectively rather than a single parameter K. Note
also that these parameters are expected to be of order unity
rather than K ∼ 0.5 (such that α corresponds to the α used
in the Monaghan (1992) artificial viscosity formulation used
widely in SPH).

The signal velocity vsig represents the fastest speed of
signal propagation between the two particles. In MHD we
use

vsig =
1

2
[va + vb − βvab · r̂] , (32)

where

va =
1

2

 s

c2a +
B2

a

ρaµ0
+

2Ba · r̂ca√
ρaµ0

+

s

c2a +
B2

a

ρaµ0
− 2Ba · r̂ca√

ρaµ0

!

, (33)

with a similar equation for vb, where c is the sound speed.
Again our notation differs slightly from that used in pa-
per I as we use a dissipation parameter α of order unity and
vsig ∼ cs (as opposed to K ∼ 0.5 and vsig ∼ 2cs in paper I).
The β term in the signal velocity in this formalism naturally
provides the non-linear (Von Neumann-Richtmyer) compo-
nent of the artificial viscosity.

The dissipative terms (27) and (28) provide an artificial
viscosity and resistivity. The term involving (ua −ub) in the
energy equation provides an artificial thermal conductivity.
These terms are derived so as to guarantee a positive definite
contribution to the thermal energy and entropy (paper I).
For reference the dissipative term added to the internal en-
ergy equation is given by
„

du

dt

«

diss

= −
X

b

mb
vsig

ρ̄ab



1

2
α [(va · r̂) − (vb · r̂)]2

+αu(ua − ub)

+
αB

2µ0ρ̄ab

ˆ

B2
ab − (Bab · r̂)2

˜

ff

r̂ · ∇aWab(34)
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In the one-dimensional tests described in paper I, it was
found that the dissipative terms as described above were in-
sufficient in shock problems involving jumps in the trans-
verse velocity component, resulting in a modification of the
viscosity term in order to apply the viscosity to all velocity
components. This was attributed to the fact that the prob-
lems considered involved two and three dimensional velocity
components whilst restricting the particles to move in only
one spatial dimension. In the course of the multidimensional
tests, it became apparent that this conclusion was incorrect.
In paper I, following the usual procedure for hydrodynamical
SPH, the dissipative terms were applied only for approach-
ing particles (vab · r̂ < 0). Whilst this is appropriate for
the artificial viscosity term, discontinuities in the magnetic
field (requiring artificial resistivity) can occur for particles
in both compression and rarefaction. Applying the artificial
resistivity (28) uniformly across the simulation was found to
correct the oscillations observed in the magnetic field, and
hence also in the transverse velocity components, removing
the need for any modification of the viscosity term. In fact
the results with the artificial resistivity term applied sepa-
rately to the viscosity are an improvement on those given in
paper I and are presented in Price (2004).

5.1 Dissipation terms using total energy

A further issue in a multidimensional context is that in the
derivation of the above dissipative terms (paper I) it was
assumed that only components of the magnetic field per-
pendicular to the line joining the particles would change
at a shock front. However, in a multidimensional simula-
tion the assumption of non-zero magnetic divergence may
not hold exactly, as has already been discussed. In partic-
ular divergence errors are often created at flow discontinu-
ities where fluid quantities are changing rapidly. It therefore
makes good sense to drop the assumption of non-zero mag-
netic divergence in the derivation of the dissipative terms.
The assumption that only the velocity components paral-
lel to the line joining the particles will change is also not
strictly true in MHD since velocity components transverse
to this line will change with a jump in the transverse mag-
netic field. For this reason we re-derive the dissipative terms
with an energy term of the form

e∗a =
1

2
αv2

a + αuua + αB
B2

a

2µ0ρ̄ab
(35)

which involves both the total kinetic and magnetic ener-
gies. The implication is that smoothing is then also applied
to jumps in B parallel to the shock (ie. ∇ · B jumps) and
via the kinetic term to transverse velocity jumps (ie. shear
discontinuities). For the contribution to the entropy to be
positive definite, the terms in the thermal energy equation
must take the form
„

du

dt

«

diss

= −
X

b

mb
vsig

ρ̄ab



1

2
α(va − vb)

2

+
αB

2µ0ρ̄ab
(Ba − Bb)

2

+αu(ua − ub)} r̂ · ∇aWab, (36)

which correspondingly requires dissipation terms in the mo-
mentum and induction equations of the form
„

dva

dt

«

diss

=
X

b

mb
αvsig(va − vb)

ρ̄ab
r̂ · ∇aWab, (37)

„

dB

dt

«

diss

= ρa

X

b

mb
αBvsig

ρ̄2
ab

(Ba − Bb) r̂ · ∇aWab.(38)

In the multidimensional case we find that use of (38) has
distinct advantages over (28) since in more than one dimen-
sion divergence errors can cause the extra component of the
magnetic field to jump slightly. Whether or not to use (37)
in place of (27) is slightly less clear. The application of dis-
sipative terms to specific discontinuities in a hydrodynamic
context is discussed in Price (2004) with regards to artificial
thermal conductivity, where it was found that smoothing
of discontinuities in the thermal energy was necessary only
where the discontinuity is not already smoothed by the ap-
plication of artificial viscosity (which could occur, for exam-
ple at a contact discontinuity). In the present case, since a
jump in transverse velocity can only occur at a correspond-
ing jump in the transverse magnetic field, these discontinu-
ities will already be smoothed by the application of artificial
resistivity there and so the use of (37) may simply result in
excessive dissipation (since it must also be applied to parti-
cles in both compression and rarefaction, whereas the usual
viscosity term is applied only to particles in compression).
Furthermore (37) no longer conserves angular momentum
(since the viscosity is not directed along the line joining the
particles) and also no longer vanishes for rigid body rotation
(since in effect rotational energy is converted into thermal
energy). Thus for simulations involving significant amounts
of shear (for example in accretion discs) the effects of using
(37) would need to be studied quite carefully. It is worth
noting that a similar term was used by Morris (1996) for
SPMHD shocks in place of an artificial resistivity.

5.2 Dissipation switches

The artificial viscosity parameter α is controlled using the
switch described in paper I (Morris & Monaghan 1997)

dα

dt
= −α− αmin

τ
+ S (39)

In paper I we effectively used the source term

S = max(−2∇ · v, 0.0) (40)

which (as noted in paper I), is double the source term used
by Morris & Monaghan (1997) (note that in paper I a dis-
sipation parameter K is used which has a value of α/2). In
paper I it was found that the stronger source term was nec-
essary in order to effectively damp post-shock oscillations.
However for certain problems this source term could cause
the artificial viscosity to become overly strong, resulting in
excess smoothing of shock fronts. For this reason, in this
paper we adopt a modification of the switch proposed by
Rosswog et al. (2000), where the source term is given by

S = max(−∇ · v, 0.0)(2.0 − α) (41)

resulting in an initially stronger source term which tails off
as α reaches its desired value of unity at the shock.
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Since artificial resistivity is required at discontinuities in
the magnetic field, which may occur where particles are not
necessarily approaching each other, artificial viscosity and
resistivity should not be controlled using the same switch, as
was the case in paper I, leading to unnecessary modifications
of the artificial viscosity term. A similar switch appropriate
to the artificial resistivity term can be devised similar to
that used in the viscosity. We evolve the resistive dissipation
parameter αB according to

dαB

dt
= −αB

τ
+ S (42)

where in this case the source term is given by

S = max

„

|∇ × B|√
µ0ρ

,
|∇ · B|√
µ0ρ

«

, (43)

which has dimensions of inverse time, as required by (42).
A similar switch may also be derived for the artificial

thermal conductivity. A switch based on the first derivative
of u was used in Price (2004). In this paper we use a switch
based on the second derivative of u, where the source term
is given by

S = 0.1h|∇2u|, (44)

where h is the smoothing length and we multiply the source
term by a small number in order to apply only the very min-
imum amount of dissipation needed to eliminate the wall
heating effect. The second derivative term is computed ac-
cording to (e.g. Brookshaw 1985)

(∇2u)a = 2
X

b

mb
(ua − ub)

ρb

rab · ∇aWab

r2
ab

, (45)

The second derivative switch is preferable since it responds
only to sharp discontinuities in u, ensuring that a minimal
amount of artificial thermal conductivity is applied. Ad-
ditionally it requires storage of fewer quantities than the
switch involving the first derivative. We have not investi-
gated the use of switches for artificial viscosity or resistiv-
ity based on second (or higher) derivatives in this paper
although it deserves further study. In particular a switch
based on ∇(∇ · v) would be very useful in self-gravitating
simulations where −∇ · v can have large constant values in
the absence of shocks due to the gravitational collapse.

6 DIVERGENCE CORRECTION

TECHNIQUES

6.1 Source term approach

The induction equation can be written in the ‘conservative’
form

∂B

∂t
= −∇× (v × B), (46)

= ∇ · (vB− Bv). (47)

which explicitly conserves the volume integral of the flux
Z

BdV (48)

In Lagrangian form (46) can be written as

dB

dt
= −B(∇ · v) + (B · ∇)v + v(∇ · B). (49)

Taking the divergence of this equation, we have

∂

∂t
(∇ · B) = 0, (50)

showing that the constraint ∇ · B = 0 enters the MHD
equations as an initial condition. However allowing mag-
netic monopoles resulting from ∇ · B 6= 0 to evolve ap-
propriately within the flow can prevent the build up of un-
physical numerical effects associated with their presence and
can therefore reduce the need for computationally expen-
sive divergence cleaning procedures. Thus Powell (1994) (see
Powell et al. 1999) suggested that the conservative forms of
the MHD equations should contain source terms to ensure
that these errors are propagated out by the flow. With this
in mind, Powell (1994) added source terms to the momen-
tum, energy and induction equations, which take the (La-
grangian) form

dvi

dt
=

1

ρ

∂Sij

∂xj
− Bi

ρ

∂Bj

∂xj
, (51)

de

dt
= −1

ρ

∂(viS
ij)

∂xj
− viB

i

ρ

∂Bj

∂xj
, (52)

dBi

dt
= Bj ∂v

i

∂xj
−Bi ∂v

j

∂xj
. (53)

Taking the divergence of (53) shows that the divergence er-
rors in this formalism evolve according to

∂

∂t
(∇ · B) + ∇ · (v∇ · B) = 0, (54)

which has the same form as the continuity equation for the
density (where in this case we have a density of magnetic
monopoles, ∇·B). This therefore implies that the total vol-
ume integral of ∇·B across the simulation is conserved and
hence that the surface integral of the flux
Z

B · dS =

Z

(∇ · B)dV, (55)

is conserved. The conservation of this quantity is far more
important physically than the conservation of the volume
integral (48).

The disadvantage of using (51)-(53) is that exact conser-
vation of momentum and energy is sacrificed, which proves
to be important for shock-type problems. Correspondingly it
can lead to incorrect jump conditions at shock fronts (Tóth
2000). More recently it has been shown by Janhunen (2000)
and Dellar (2001) that the correct formulation of the MHD
equations in the presence of monopoles should not violate
the conservation of momentum and energy.

The ‘monopole formulation’ of Janhunen (2000) and
Dellar (2001) is identical to the self-consistent formulation
of the SPMHD equations derived in paper II and given by
(1)-(4). Note that the induction equation (8) (equivalently
using (4)) is the same as in Powell’s method and therefore
the same conclusions can be drawn regarding the manner in
which the divergence errors evolve (54). We investigate the
implications of the ‘source terms’ in the induction equation
in §7.2.

6.2 Projection methods

A common approach to the divergence problem is to clean
up the magnetic field at regular intervals via the projection

c© 2004 RAS, MNRAS 000, 1–26



8 Price

method (e.g. Brackbill & Barnes 1980). The basic idea is
to decompose the magnetic field into a curl and a gradi-
ent (which can be done unambiguously for any vector field)
according to

B
∗ = ∇× A + ∇φ. (56)

From this decomposition there are two ways of obtaining a
divergence free field, both of which we discuss below.

6.2.1 Scalar projection

Taking the divergence of this expression results in the Pois-
son equation

∇2φ = ∇ · B∗, (57)

which can then be solved for the scalar quantity φ. The
magnetic field is then corrected according to

B = B
∗ −∇φ. (58)

The major disadvantage with this approach is that the solu-
tion of the Poisson equation (57) is computationally expen-
sive, scaling as O(N2). In an astrophysical SPH context this
may be offset somewhat by the fact that the Poisson equa-
tion for the gravitational field is usually solved using a tree
code (e.g. Hernquist & Katz 1989; Benz et al. 1990) which
scales as O(N logN). There are, however, some subtleties to
this approach, which we outline below.

Projection schemes for incompressible flow in SPH have
been implemented by Cummins & Rudman (1999), the re-
sults of which are applicable to the present case. The im-
portant point, also discussed by Tóth (2000) is that for the
projection step to reduce the divergence to zero (ie. to pro-
vide an exact projection) requires that the discrete version
of (57) is satisfied exactly. This means that the operator
used to evaluate the divergence term on the right hand side
of (57) should be the same as the divergence operator used
in the evaluation of the ∇2 on the left hand side and that
the gradient operator used in the evaluation of ∇2 should be
the same as that used in (58). Cummins & Rudman (1999)
approach this problem by calculating the ∇2 using SPH op-
erators, solving the Poisson equation by matrix inversion.
Good results were also obtained using an approximate pro-
jection (ie. where the divergence operators on the left and
right hand side differ). In this scheme Cummins & Rudman
(1999) used the SPH evaluation of the Laplacian similar to
that which is commonly used for thermal conduction in SPH
(Brookshaw 1985; Cleary & Monaghan 1999) (and which is
similar to the artificial thermal conductivity term used in
this paper). The Poisson equation is then solved by invert-
ing the resulting matrix equation.

The solution of (57) by direct summation (of which the
tree code is an approximation), uses the exact solution to
the Poisson equation (57) given by

φ(r) =

Z

G(|r − r
′|)∇ · B(r′)dV(r′), (59)

where G(|r − r′|) is the Green’s function, given by

G(r) =
1

2π
ln r + const,

G(r) = − 1

4πr
, (60)

in two and three dimensions respectively. The gradient
needed in the correction step can be calculated directly, giv-
ing (in three dimensions)

∇φ(r) = − 1

4π

Z ∇ · B(r′)

|r − r′|3 (r− r
′)dV(r′). (61)

In SPH we replace the volume element ρdV with the mass
per SPH particle and write the integral as a summation
according to

∇φa = −
X

b

mb
(∇ · B)b

4πρb

(ra − rb)

|ra − rb|3
. (62)

Since we still retain the freedom to choose the discrete oper-
ator used to evaluate ∇·B at each particle, it becomes clear
that the solution by direct summation will only provide an
approximate projection, since (57) is not discretely satisfied.
This approximate solution will be degraded further when im-
plemented using a tree code. A further disadvantage of the
projection method for many of the problems considered in
this paper is that it is somewhat complicated to implement
in the case of periodic boundary conditions. The implication
of these subtleties in the practical application of the projec-
tion method based on the Green’s function solution (using
a direct summation over the particles) are discussed in §7.2.
Essentially we find that this projection method is reason-
ably effective at removing divergence errors at wavelengths
larger than the smoothing length, but is less effective at re-
moving short wavelength (∼ h) noise due to the smoothing
of this noise inherent in the SPH operator used to calculate
∇·B. Preliminary calculations using this projection method
in conjunction with a tree code in three dimensions indicate
similar results. In this paper we compute the divergence of
the magnetic field using the SPH operator

(∇ · B)a = − 1

Ωaρa

X

b

mb(Ba − Bb) · ∇aWab(ha). (63)

6.2.2 Vector projection

An alternative projection scheme can be implemented by
solving for the vector potential A. That is, we take the curl
of (56) to obtain

∇× B
∗ = ∇(∇ · A) −∇2

A. (64)

Choosing the Gauge condition ∇·A = 0, we obtain a Poisson
equation for the vector potential in terms of the current
density J = ∇× B∗/µ0

∇2
A = −µ0J (65)

with solution

A(r) =

Z

G(|r− r
′|)J(r′)dV(r′). (66)

Taking the curl, we obtain an equation for the corrected
magnetic field in terms of the current density, which in three
dimensions is given by

B = ∇× A = −µ0

4π

Z

J(r′) × (r− r′)

|r − r′|3 dV(r′). (67)

which is simply Biot-Savart’s Law. In SPH form this is given
by
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Ba = −
X

b

mb
(∇× B∗)b × (ra − rb)

4πρb|ra − rb|3
. (68)

This method could also be useful in an SPH context in situ-
ations where several disconnected regions exist containing
strong magnetic currents. By solving (67), the corrected
magnetic field is determined from the current density, re-
sulting in a knowledge of the magnetic field at any point
in space. This approach was in fact used as the basis for
the very first SPMHD algorithm implemented by Gingold &
Monaghan (1977). In this paper we will only consider the use
of 68 as a divergence cleaning method. In this respect solv-
ing (65) has a slightly higher computational expense than
(62) since the Poisson equation is solved for a vector quan-
tity rather than a scalar, giving (up to) three summations of
O(N2) as opposed to just one. Nevertheless, there is a sig-
nificant difference between the two methods. The difference
is that whereas the approximate nature of the projection in
(62) means that the divergence is not guaranteed to be re-
duced to zero, in (68) the divergence of the expression for B

is zero exactly by virtue of the curl in the summation.

The approximate nature of the projection in this case
means that the current is not guaranteed to remain un-
changed during the projection step. However (as noted by
Monaghan 1992) the current is usually well estimated by the
SPH particles since the current is in general where the mat-
ter is. In this paper we compute the current density using
the SPH operator

(∇× B)a = − 1

Ωaρa

X

b

mb(Ba − Bb) ×∇aWab(ha). (69)

In practise we find that this projection method is far
more effective than the scalar projection and this is demon-
strated in §7.2 (see Figure 2). Again preliminary three di-
mensional calculations indicate similar results, although an
implementation using the tree code is more difficult in this
case since all three components of the vector potential must
be stored and summed over the tree as opposed to just one
in the scalar projection (in which case the standard grav-
ity tree can simply be called with the source term replacing
the particle mass). However the degree to which the physi-
cal current is affected by this projection in three dimensions
remains to be investigated.

6.3 Hyperbolic divergence cleaning

Dedner et al. (2002) examine alternative divergence clean-
ing procedures. In their paper (see also Munz et al. 2000),
they derive a general constrained formulation of the MHD
equations, from which formalisms can be derived to give di-
vergence cleaning which is elliptic (involving the solution of
a Poisson equation), parabolic (in which the divergence er-
rors are diffused away) and hyperbolic (where the divergence
errors are propagated away from their source at a character-
istic speed). The projection method described above is an
elliptic approach, the main disadvantage to which is the sub-
stantial computational cost involved in the solution of the
Poisson equation. The parabolic approach was found to be
severely limited in scope due to the timestep restrictions im-

posed by the Courant condition2. The hyperbolic approach
was found to be particularly effective, especially when com-
bined with a parabolic term such that divergence errors are
both transported and diffused. It is this approach that we
outline below in an SPH context.

The basic idea is to introduce an additional scalar field
ψ, which is coupled to the magnetic field by a gradient term
in the induction equation,

dB

dt
= −B(∇ · v) + (B · ∇)v −∇ψ. (70)

Note that our induction equation maintains the consistent
treatment of divergence terms discussed above. The variable
ψ is then calculated by adding an additional constraint equa-
tion, which for the combined hyperbolic/parabolic approach
is given by

dψ

dt
= −c2h(∇ · B) − ψ

τ
. (71)

Neglecting the second term on the right hand side of (71)
gives an equation for ψ which is purely hyperbolic. This im-
plies that divergence errors are propagated in a wave-like
manner away from their source with characteristic speed ch
(for more details we refer the reader to the Dedner et al. pa-
per). The second term on the right hand side is a parabolic
term which causes ψ to decay exponentially to zero with
e-folding time τ (this is easily seen by neglecting the hy-
perbolic term and solving the resulting ordinary differential
equation for ψ(t)). Since it is desirable for the divergence er-
rors to be propagated at the maximum possible rate (within
the timestep constraint imposed by the Courant condition),
ch should be set equal to the maximum signal propagation
speed. For simplicity we calculate this as

ch =

s

γP

ρ
+

1

2

B2

µ0ρ
, (72)

where the maximum value over all of the particles is used.
The gradient term in the induction equation is calculated
using a simple SPH estimate

∇ψa =
1

Ωaρa

X

b

mb(ψb − ψa)∇aWab(ha). (73)

Similarly the divergence of the magnetic field is calculated
using (63).

The choice of decay timescale τ is more complicated. In
Dedner et al. (2002) the decay timescale used is given by

1

τ
=
ch
cr

(74)

where they find that an optimal cleaning on their chosen test
problem is given by cr = 0.1. The problem with this is that
cr is not a dimensionless parameter, but rather has units of
length. Thus the optimal choice for any given problem will
depend on the length scales in that particular problem. We
explicitly write the timescale as

1

τa
=
σch
λa

, (75)

2 an equivalent approach in SPMHD is to use an artificial resis-
tivity in order to diffuse away divergence errors. This has been
used, for example, by Morris (1996) and Hosking (2002).
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where λ is a length scale and σ is a dimensionless param-
eter which determines the decay timescale. Setting σ = 0
therefore gives a purely hyperbolic correction. The physi-
cal interpretation of the length scale in the problem can be
determined by solving the following reduced system of equa-
tions (ie. neglecting the usual MHD evolution terms)

∂B

∂t
= −∇ψ (76)

∂ψ

∂t
= −c2h(∇ · B) − ψ

τ
. (77)

Taking the divergence of the (76) and substituting into (77)
we obtain the following equation for ψ

1

c2h

∂2ψ

∂t2
−∇2ψ +

σλ

ch

∂ψ

∂t
= 0 (78)

where an identical equation may be obtained for the evo-
lution of ∇ · B. This equation is simply the wave equation
with a damping term, the solution to which is easily obtained
by a separation of variables and is given in many standard
textbooks. The length scale enters the solution as the wave-
length for critical damping, that is the wavelength at which
solutions change from being wave-like to being damped.

In practical calculations we expect divergence errors to
be generated at wavelengths close to the smoothing length.
We therefore set λ = h and determine the value of the di-
mensionless parameter σ by experiment. A value of σ = 0.2
would imply that ψ (and thus ∇ · B) will have decayed sig-
nificantly after the divergence errors have propagated ap-
proximately 5 smoothing lengths. In §7.2 we examine in de-
tail the effects the hyperbolic cleaning on a problem involv-
ing a fixed wavelength of error (ie. independent of h) which
graphically illustrates the divergence cleaning method (see
Figure 3). The effect of this type of cleaning on errors gen-
erated by the flow are examined in §7.7. We find that values
of σ ∼ 0.4−0.8 generally give the best results, giving a good
balance between the hyperbolic (fast but non-diffusive) and
parabolic (diffusive but slow-acting) effects. In practise some
diffusion is also added by the artificial resistivity terms (§5).
In general, however, the divergence correction provided by
the hyperbolic/parabolic scheme is found to be quite small
(around a factor of ∼ 2 reduction). Thus, whilst this type
of divergence cleaning essentially comes free-of-charge com-
putationally, under some circumstances it may be necessary
to supplement it with a stronger form of cleaning, such as
use of a projection method or some other kind of elliptic or
parabolic cleaning which is not limited to the explicit time
step condition.

7 NUMERICAL TESTS

The main issue to be addressed in 2D and 3D problems is
the non-zero divergence of the magnetic field. In the SPH
context it also allows us to estimate the extent to which the
artificial dissipation spuriously affects the numerical results.
Again there is a substantial literature of multi-dimensional
MHD problems which have been used to test grid-based
MHD codes (e.g. Dai & Woodward 1994; Ryu et al. 1995;
Balsara 1998; Dai & Woodward 1998; Tóth 2000) and we
consider several of these problems here.

7.1 Implementation

The implementation of the SPMHD equations used for the
multidimensional tests is almost identical to that used in
the one dimensional case (paper I). The density is calcu-
lated by summation, the total energy equation is used (al-
though results are indistinguishable using the thermal en-
ergy equation in nearly all cases) and the magnetic field is
evolved using (19) (or using (70) when using the hyperbolic
cleaning). In the shock tube tests we use unsmoothed ini-
tial conditions. The artificial dissipative terms, except where
otherwise indicated are implemented using the jump in total
magnetic energy (§5.1) but the viscosity term uses only the
velocity component along the line joining the particles (27).
Unless otherwise indicated, artificial viscosity and thermal
conductivity are applied using the switches discussed in §5.2
whilst the artificial resistivity term is applied uniformly us-
ing αB = 1. A major difference between the simulations
presented here and those in the paper I is that the anti-
clumping approach was not found to be uniformly successful
in eliminating the tensile instability for all of the problems
considered (in particular for the Alfvén wave test only a
narrow range of parameters would produce stable results).
Furthermore this term was found to result in spurious extra
numerical noise, particularly in the shock tube tests. For this
reason we have eliminated the tensile instability by simply
subtracting the constant component of the magnetic field
from the gradient term (§4.1) in the shock tube problems
and using the stable Morris formulation of the magnetic
force (§4.2) elsewhere. Note that even on the shock prob-
lems the differences in results between these two methods is
almost negligible.

7.1.1 Error estimates

Various estimates can be made of the error produced in the
simulation by any non-zero magnetic divergence. Monitoring
these quantities over the course of a simulation thereby gives
some measure of the magnitude of the error produced by
∇·B. The most common approach in SPH implementations
to date has been to monitor the dimensionless quantity

h∇ · B
|B| (79)

and ensure that it remains small (typically < 0.01) over most
of the simulation, where h is the SPH smoothing length and
the divergence is calculated using (63). This provides some
measure of the relative error in the magnetic field but no in-
dication of how much influence this error has in the dynam-
ics. For this reason it is also useful to measure the relative
error in the total force caused by a non-zero divergence,

Eforce =
fmag · B
|f ||B| (80)

where fmag is the magnetic component of the SPH force (16),
whilst f is the total force on the particle. It is also useful to
simply monitor the evolution in the maximum, minimum
and average of |∇ ·B| with time as well as various conserved
quantities.
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7.1.2 Conserved quantities

Aside from the usual conserved quantities of mass, momen-
tum, angular momentum, energy and centre of mass, several
additional quantities can be measured in MHD which can be
useful diagnostics in a numerical simulation. A list of such
quantities can be derived using Hamiltonian techniques and
is given by (e.g.) Morrison & Hazeltine (1984). The helicity,
Z

(A · B)dV, (81)

where B = ∇× A, is a measure of the linkage of magnetic
field lines (expressing the fact that magnetic field lines which
are initially linked cannot become unlinked in the absence of
dissipative terms). This quantity can only be usefully mea-
sured in simulations which explicitly use the vector potential
A. A similar invariant is the cross helicity
Z

(B · v)dV ≈
X

b

mb
Bb

ρb
· vb, (82)

which measures the mutual linkage of magnetic field and
vortex lines. The conservation of the cross helicity is a re-
sult of the magnetic field lines being frozen into the fluid.
Measurement of the conservation of this quantity in a nu-
merical simulation therefore provides an estimate of the de-
gree of slippage of the magnetic field lines through the fluid.
The volume integral of the magnetic flux (48) is also con-
served across the simulation volume, provided that the flux
is normal to (or zero at) the boundary of the integration
volume. However the conservation of flux in a volume sense
is not particularly important physically (Janhunen 2000).
More important is that the surface integral of the flux (55)
should be conserved. The conservation of these quantities
with respect to formulations of the MHD equations in the
presence of magnetic monopoles was discussed in §6.1.

There is also a conserved quantity which is the MHD
analogue of the circulation (Bekenstein & Oron 2000;
Kuznetsov & Ruban 2000), although the physical interpre-
tation is somewhat obscure. It has been shown that SPH
conserves an approximate version of the circulation in the
hydrodynamic case (Monaghan & Price 2001), related to
the invariance of the equations to the relabelling of particles
around a closed loop due to the frozen-in vorticity field. A
similar, though more restricted relabelling symmetry holds
in the MHD case (in that the particles around the loop must
also be on the same field line) and it may therefore be ex-
pected that SPMHD also maintains this invariance.

7.1.3 Visualisation

In order to make a direct comparison of our results with
those of grid-based MHD codes, we interpolate the results
from the particles to an array of pixels using the SPH kernel.
That is, for a contour or rendered plot of a scalar quantity
φ we interpolate to the pixels using

φ(x, y) =
X

b

mb
φb

ρb
W (x− xb, y − yb, hb) (83)

where W is the cubic spline kernel used in the calculations
(paper I; Monaghan 1992) and the summation is over con-
tributing particles. Note that in practise this is quite simple
to implement, as it involves only one loop over the particles,

during which the contributions from the current particle to
all pixels within a smoothing radius (2h) are calculated. For
a vector quantity a similar interpolation can be performed
for each component. An interactive plotting program in-
corporating these interpolation schemes for visualisation of
SPH (and SPMHD) data in 1, 2 and 3 dimensions has been
written by the author and is available upon request.

7.2 ∇ · B advection

The first problem we examine is a simple test similar to that
used by Dedner et al. (2002) in which a non-zero magnetic
divergence is introduced into the simulation as an initial con-
dition. This is a particularly good test for comparing var-
ious divergence cleaning procedures. The initial conditions
are a uniform density distribution (ρ = 1) in the domain
−0.5 < x < 1.5,−0.5 < y < 1.5 with a constant initial ve-
locity field v = [1, 1]. The initial gas pressure is P = 6 with
γ = 5/3 and the magnetic field has a constant component
perpendicular to the plane Bz = 1/

√
4π. The divergence is

introduced as a peak in the x−component of the field in the
form

Bx = (r/r0)
8 − 2(r/r0)

4 + 1 r =
p

x2 + y2 (84)

where r0 is the radius of the initial peak. The setup used here
differs from that used by Dedner et al. (2002) in that r0 is a
changeable parameter (using r0 = 1/

√
8 gives their setup).

The reason for this is that we find that the effectiveness of
the divergence cleaning strongly depends on the wavelength
of the divergence errors. Testing divergence cleaning proce-
dures based on a single wavelength of error (as in Dedner
et al. 2002) can lead to misleading interpretations and an
incorrect choice of parameters when applied to divergence
errors which are generated in the course of real simulations.

The contours of the initial Bx field arrangement (84) in
the Dedner et al. (2002) case of r0 = 1/

√
8 are shown in the

left hand side of Figure 1 (and similarly in Figure 3). The
particles are arranged on a cubic lattice for simplicity and in
the evolution calculations the periodic boundary conditions
are enforced using ghost particles. Since the density is uni-
form throughout the simulation the results are insensitive
to whether B or B/ρ is evolved and also to the instability
correction method since the simulation is not unstable to
negative stress. The artificial dissipation terms are turned
off for this problem in order to isolate the effects of the di-
vergence cleaning procedures.

7.2.1 Projection methods

We use this problem to test the projection methods by ap-
plying a single projection step to the divergence error intro-
duced in the initial conditions. To illustrate the divergence-
free configuration adopted by the field we plot in Figure 1
the contours of Bx before and after the projection step. The
initial configuration (left panel) is set according to (84) with
r0 = 1/

√
8, corresponding to that used by Dedner et al.

(2002). The right panel shows the resulting field configura-
tion after the projection step. We have used 2,500 (50× 50)
particles in this case, setup on a cubic lattice with a smooth-
ing length set using η = 1.2 in (13), giving h = 0.048. This
means that the wavelength of the initial divergence error
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Figure 1. Divergence cleaning using the approximate (scalar)
projection method described in §6.2. The plot shows 30 contours

of Bx in the ∇·B advection problem before (left) and after (right)
a single projection step at t = 0. The projected magnetic field
adopts an essentially divergence-free configuration in a single step.
Note that the wavelength of the initial divergence error in this
case is substantially larger than the smoothing length.

Figure 2. Wavelength dependence of the scalar and vector ap-
proximate projection methods described in §6.2. The y−axis
shows the relative change in the maximum divergence error (ie.
max(∇·Bnew/∇·B0) over a single projection step taken at t = 0.
The x−axis gives the radius of the initial peak in the x component
of the field r0 in units of the smoothing length h. In both cases
the projection step becomes less effective as the wavelength of the
divergence error approaches the smoothing length (ie. r0/h → 1),

however the vector projection outperforms the scalar projection
by a factor of ∼ 100 at all wavelengths.

is substantially (∼ 7×) larger than the smoothing length.
However, we expect that divergence errors generated in the
course of real simulations will tend to have wavelengths
closer to ∼ h. For this reason we have extended the test
problem of Dedner et al. (2002) to a variety of wavelengths
by varying the parameter r0.

The relative divergence cleaning given from a single pro-
jection step using both the scalar (§6.2.1) and vector (§6.2.2)
projection methods are plotted against r0/h in Figure 2. The
particles have been setup as previously, in this case varying
r0 whilst keeping h fixed. We have also performed simu-
lations where r0 is fixed and h is varied by changing the
number of particles. The results in both cases are virtually
identical. The results are also insensitive to the absolute size

of the divergence error, since we plot only the relative change
in ∇ · B.

For simplicity we have assumed that the boundaries are
open when calculating the sum in the projection step, rather
than explicitly treating the periodic boundaries. This is a
reasonable assumption whilst the source terms for the Pois-
son equation (ie. ∇ · B or ∇ × B) are non-zero in only a
finite region of the simulation volume. However, to ensure
that the maximum ∇ · B value is not an artefact of our
non-treatment of the periodic boundary conditions, the di-
vergence near the boundaries of the domain (on particles
within 2h of the boundary) has been set to zero when cal-
culating the maximum used in Figure 2. These calculations
shown in Figure 2 have also been performed with the Bx

peak placed in the centre of the domain rather than at the
origin in order to move the source further away from the
boundaries.

It can be seen from Figure 2 that the effectiveness of
the divergence cleaning given by the scalar projection is re-
duced as the wavelength of the divergence error approaches
the smoothing length (for the scalar projection the reduc-
tion in error approaches a mere factor of ∼ 2 as r0/h→ 1).
Whilst the vector projection (dashed line) shows a similar
trend with wavelength, it is clear that this method is a vast
improvement over the scalar projection, reducing the max-
imum divergence error by a factor of ∼ 100 compared to
the scalar case. This is due to the fact that the vector pro-
jection gives an expression for B which analytically has a
zero divergence (refer to the discussion in §6.2.2). The only
non-zero divergence resulting in this case is due to the SPH
operator used to compute ∇ · B after the projection step.
This is therefore a substantial improvement over the scalar
projection, in which ∇ · B is not guaranteed to be exactly
zero in any approximation. We have also experimented with
the scalar projection using SPH operators for ∇ · B other
than (63), all of which we find show similar results.

7.2.2 Source terms and Hyperbolic/parabolic cleaning

The source term approach (§6.1) and the hyper-
bolic/parabolic cleaning (§6.3) are tested by evolving the
initial field configuration given by (84) forward in time. The
results of this test are shown in Figure 3. The plots show the
divergence of the magnetic field as it evolves in each case.
The results using the consistent formulation of ∇ · B terms
discussed in paper I and in §6.1 are shown in the top row.
In this case the divergence error is passively advected by
the flow and both the field and the divergence error remain
unchanged (relative to the flow) at t = 1, demonstrating
that the formalism is indeed consistent in the presence of
magnetic monopoles and conserves the integral (55).

In order to compare these results with a conservative
[in the sense of conserving (48)] formulation of the MHD
equations, we have performed a simulation using an SPH
induction equation of the form

d

dt

„

Bi
a

ρa

«

=
X

b

mb

»

Bj
a

ρ2
a

(vi
b − vi

a) +
vi

a

ρ2
a

(Bj
b −Bj

a)

–

∂Wab

∂xj
a

(85)

which is an SPH form of the conservative (in a volume sense)
induction equation
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Figure 3. Results of the ∇ · B advection problem. An initially non-zero divergence is setup as a peak in the x−component of the
magnetic field (leftmost figures), with a velocity field v(x, y) = [1, 1] and periodic boundaries. The plots show renderings of ∇ ·B in the
range −1 < ∇ ·B < 1 (from black to white) at various times throughout the simulation for various divergence cleaning procedures. The
consistent treatment of ∇ · B terms (top row) is clearly seen to advect the divergence without change, which is an improvement over a
“conservative” formulation of the MHD equations in which the divergence is smeared throughout the simulation volume (second row).
With the use of hyperbolic cleaning in addition to the consistent ∇·B terms, the divergence error is spread rapidly in a wavelike manner
(third row), whilst with a mixed hyperbolic/parabolic cleaning (fourth row) this error is also quickly diffused away.

d

dt

„

B

ρ

«

=

„

B

ρ
· ∇
«

v + v

„

∇ · B
ρ

«

. (86)

The results using this formalism are shown in the second
row of Figure 3. The peak in Bx is distorted by the flow and
the divergence error is smeared throughout the simulation.

The third row in Figure 3 shows the results using the
divergence correction discussed in §6.3 using only the hyper-
bolic term in (71)(ie. with σ = 0) in conjunction with the

usual monopole formulation of the induction equation (19).
The divergence error is spread rapidly in a wavelike manner
by the constraint equation. However, the magnitude does
not decrease substantially in this case.

Using the mixed hyperbolic/parabolic cleaning with a
small amount of diffusion (using the parabolic term in (71),
in this case with σ = 0.1), this error is rapidly diffused away,
resulting in a divergence-free field configuration (Figure 3,
bottom row). For comparison, the results of a single pro-
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Figure 4. Time evolution of the maximum (left) and average
(right) values of |∇ · B| over the particles. With a conservative
formulation of the induction equation the divergence error in-
creases with time (dashed line) whereas the errors are conserved
using a formulation which is consistent in the presence of magnetic
monopoles (solid line). With hyperbolic cleaning (dot-dashed) the
maximum is quickly reduced although the average increases, how-
ever with the parabolic term included the average error is also
rapidly diffused away (dotted line).

jection step at t = 0 are shown in Figure 1, showing the
divergence-free configuration adopted by the field.

The time evolution of various quantities throughout
these simulations are shown in Figure 4. The left panels
show the evolution of the maximum (top) and average (bot-
tom) of |∇ · B|. In conservative form (solid line) the maxi-
mum divergence varies slightly and initially becomes larger
than the initial value. The bottom panel shows that the av-
erage value in this case steadily increases over time, due to
the smearing effect of the divergence propagation (50). The
consistent formulation of ∇ · B terms (dashed line) main-
tains a steady value of both the maximum and average, as
observed in Figure 3. With hyperbolic cleaning (dot-dashed)
the maximum divergence error is quickly reduced (although
increases at later times as the divergence waves cross the
periodic domain and interact) whilst the average climbs as
the divergence error is spread throughout the domain. Using
the mixed hyperbolic/parabolic cleaning as described above
(dotted line), both the maximum and average divergence is
swiftly reduced.

Finally it is important to examine the effect of varying
the strength of the parabolic (diffusion) term in (71). The ef-
fects of varying the diffusion parameter σ for this particular

Figure 5. Circularly polarized Alfvén wave test. The left figure
shows the particle setup in the lowest resolution simulation. On
the right the vertical component of the magnetic field is plotted as
a rendered image from the 32× 64 particle run at t = 5, showing
the propagation of the wave with respect to the domain and the
particle setup.

problem were explored in Price (2004). It was later realised
however that these results depended strongly on the value of
the smoothing length (ie. the resolution of the calculations).
Despite this the optimal parameter in other simulations was
found to be independent of h. The reason for this is quite
simple in hindsight and is due to our use of h as the length
scale (wavelength of critical damping) in (75). In this test
problem the divergence error is setup in the initial condi-
tions at a wavelength r0 which is independent of the actual
resolution used. Thus using a length scale h in (75), the op-
timal cleaning is strongly dependent on resolution, since the
optimal wavelength in this case corresponds closely to the
wavelength of the initial divergence error. This also explains
why Dedner et al. (2002) found that their use of a fixed
parameter cr which has dimensions of length was found to
give cleaning which is independent of resolution (but only
for this specific problem!). Since in realistic calculations di-
vergence errors are produced at wavelengths ∼ h, in general
the length scale used in (75) should reflect this. We there-
fore retain the length scale h but defer examination of the
effect of varying the parameter σ to the Orszag-Tang vortex
problem (§7.7) where divergence errors are generated in the
course of the evolution.

7.3 Circularly polarized Alfvén wave

This test is described by Tóth (2000) where it is used to test
a variety of multidimensional MHD schemes in grid based
codes. The test involves a circularly polarized Alfvén wave
propagating in a two dimensional domain. The advantage of
using a circularly (as opposed to linearly) polarized wave is
that it turns out to be an exact, non-linear solution to the
MHD equations, which means that the solution after one
period should exactly match the initial conditions, without
the effects of nonlinear steepening (as observed, for example,
in the magnetosonic wave tests described in paper II). This
also means that the wave can be setup with a much larger
amplitude than would be used for purely linear waves.
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Figure 6. Results of the circularly polarized Alfvén wave test at t = 5 (corresponding to 5 wave periods). The plots show the perpendicular
component of the magnetic field vector B⊥ = By cos θ−Bx sin θ for all of the particles, projected against a vector parallel to the direction
of wave propagation r‖ = x cos θ + y sin θ (where θ = 30◦ in this case). The SPMHD results are shown at five different resolutions which
are, from bottom to top, 8× 16, 16× 32, 32× 64, 64× 128 and 128× 256. Initial conditions are indicated by the solid line. The numerical
results should match these initial conditions at the time shown. The left panel shows the results in the absence of dissipative terms and
demonstrates that the SPMHD algorithm contains very little intrinsic numerical dissipation even at low resolutions, although there is a
small phase error present even in the converged higher resolution runs. The right hand panel shows the results applying the dissipative
terms required in the shock tube problems uniformly (ie. in the absence of switches). In this case the wave amplitude is damped by the
artificial resistivity term and exhibits somewhat slow convergence.

In Tóth (2000), the wave is setup to propagate at an an-
gle θ = 30◦ with respect to the x−axis. In SPH the orienta-
tion of the wave vector with respect to the co-ordinates is not
particularly important because there is no spatial grid. How-
ever, we have retained the rotated configuration as firstly it
ensures that there are no spurious effects resulting from the
initial arrangement of the particles and secondly enables a
fair comparison with the results shown in Tóth (2000). The
particles are setup on a hexagonal close packed lattice (ie.
such that particles are equispaced) in a rectangular domain
0 < x < 1/ cos θ; 0 < y < 1/ sin θ. This positioning of the
boundaries means that periodic boundary conditions can be
used, although some care is required to ensure the continu-
ity of the lattice across the boundaries. This is achieved by
stretching the lattice slightly in the y−direction to ensure
that the boundaries lie at exactly half the spacing of the rows
in the lattice. The particle setup at the lowest resolution is
shown in the left hand side of Figure 5.

The wave is setup with a unit wavelength along the
direction of propagation (ie. in this case along the line
at an angle of 30◦ with respect to the x-axis). The ini-
tial conditions are ρ = 1, P = 0.1, v‖ = 0, B‖ = 1,
v⊥ = B⊥ = 0.1 sin (2πr‖) and vz = Bz = 0.1 cos (2πr‖) with
γ = 5/3 (where r‖ = x cos θ+ y sin θ). The x− and y− com-
ponents of the magnetic field are therefore given by Bx =
B‖ cos θ −B⊥ sin θ and By = B‖ sin θ +B⊥ cos θ (and simi-

larly for the velocity). Conversely, B‖ = By sin θ + Bx cos θ
and B⊥ = By cos θ − Bx sin θ. Note that this setup means
that ∇ · B = 0 holds as a combination of the ∂Bx/∂x and
∂By/∂y terms, rather than both components being zero in-
dividually. The vertical component of the magnetic field af-
ter 5 periods is plotted as a rendered image in the right hand
side of Figure 5, showing the direction of wave propagation
with respect to the domain and the particle setup.

We have peformed this test at five different resolutions:
8 × 16, 16 × 32, 32 × 64, 64 × 128 and 128 × 256 particles.
In each case the number of particles in the y-direction is de-
termined by the hexagonal lattice arrangement. The results
are shown in Figure 6 after 5 wave periods (corresponding to
t = 5). The plots show the perpendicular component of the
magnetic field B⊥ plotted against r‖ for all of the particles
in the simulation, with the results from the bottom to top
panels shown in order of increasing resolution. In each case
the initial conditions are indicated by the solid line which is
identical to the exact solution at the time shown.

The left hand side of Figure 6 shows the results in the
absence of dissipative terms (that is with the artificial viscos-
ity, resistivity and thermal conductivity turned off). In this
case the amplitude agrees very well with the exact solution
even at the lowest resolutions. This demonstrates that SPH
has a very low intrinsic numerical dissipation (compare for
example with the damping of the wave at lower resolutions
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in the plots shown in Tóth 2000). However there is a small
phase error which remains even in the highest resolution
run. This is similar to the phase error observed in the one
dimensional sound wave tests presented in Price (2004) and
in the one dimensional magnetosonic waves tests in paper I.
In these cases the phase error was found to be essentially
removed by accounting for the variable smoothing length
terms (paper II). The results shown in Figure 6 incorporate
the variable smoothing length terms, however in this case
the phase error is not completely removed (although is still
an improvement over the results using simple averages of
the smoothing lengths or kernel gradients) unless a number
of neighbours used is also increased in addition to the total
number of particles.

The right hand side of Figure 6 shows the results of
this test using the dissipative terms as required in the shock
tube problems. In this case the wave is severely damped and
convergence of the amplitude towards the exact solution is
quite slow. The damping is largely caused by the uniform
application of artificial resistivity (ie. using αB = 1 every-
where) resulting in a somewhat large dissipation even in the
absence of shocks. Substantially improved results could be
obtained using the resistivity switch discussed in §5.2, how-
ever for the shock tube problems it was found that use of
such a switch could result in too little dissipation at rota-
tional discontinuities in the absence of a shear viscosity term.
Nonetheless the results shown in Figure 6 suggest that some
kind of resistivity switch would be very valuable in SPMHD
calculations. Note that the divergence error remains very
small

ˆ

(∇ · B)max ∼ 10−3
˜

in all of the simulations shown
even in the absence of any kind of divergence cleaning.

7.4 2.5D shock tube

The next two tests are simply two dimensional versions
of the one dimensional shock tube tests described in pa-
per I (see also Price 2004) and demonstrate the effects of
divergence errors in the shock capturing scheme. In two di-
mensions we setup the particles on a cubic lattice in the
x−direction in the domain x = [−0.5 − vx(L)tmax, 0.5 −
vx(R)tmax], where vx(L) and vx(R) are the initial velocities
assigned to the left and right states. This means that at
the time tmax the particles are contained in the domain
x = [−0.5, 0.5]. The domain has a width of 4 particle spac-
ings in the y−direction for computational efficiency. Bound-
ary conditions are implemented by fixing the particle prop-
erties in two buffer regions at the edges of the x−domain,
in which particles are evolved with a fixed velocity but copy
their properties (ρ,P,B) from the nearest ‘active’ particle.
Periodic boundary conditions are used in the y−direction,
implemented using ghost particles. The exact position of
the y−boundary is chosen to ensure periodicity of the lat-
tice arrangement, ie. at half the spacing of the initial rows
of particles in the y-direction. The initial shock is setup as
a discontinuity in the fluid quantities at x = 0 to which no
smoothing is applied.

The first shock test is the adiabatic shock tube problem
involving seven different discontinuities given in paper I.
Strictly this is a ‘2 1

2
’ dimensional problem since the trans-

verse velocity and magnetic field also have components in
the z−direction. Conditions to the left of the discontinuity
(the left state) are given by (ρ,P, vx, vy , vz, By , Bz) =

[1.08, 0.95, 1.2, 0.01, 0.5, 3.6/(4π)1/2, 2/(4π)1/2] whilst
to the right (the right state) the conditions are
(ρ,P, vx, vy , vz, By , Bz) = [1, 1, 0, 0, 0, 4/(4π)1/2, 2/(4π)1/2]
with Bx = 2/(4π)1/2 everywhere and γ = 5/3. The problem
has been studied by in one dimension by many authors (e.g.
Ryu & Jones 1995; Balsara 1998) and in two dimensions by
Tóth (2000) and Dedner et al. (2002).

The problem was computed using 310×4 particles which
corresponds to particles being uniformly spaced on a cubic
lattice with separation 0.004 (with a slightly larger spacing
for x > 0 to give the density contrast), although results
are similar using a hexagonal close packed lattice arrange-
ment. Note that the above figure refers to the number of
particles in the domain −0.5 < x < 0.5 at tmax = 0.2 and
that the resolution in this domain is correspondingly lower
at earlier times due to the inflow boundary condition. The
resolution was chosen to be comparable to the resolutions
used in Tóth (2000). The small density difference between
the left and right states was setup by changing the lattice
spacing slightly in the x−direction.

The solution using an initial smoothing length of h =
1.2(m/ρ)1/2 is shown in Figure 7 at tmax = 0.2 and may be
compared with the exact solution taken from Ryu & Jones
(1995) (solid line) and with the one dimensional SPMHD
results shown in Price (2004) and in paper I.

On the shock tests the most important physical aspects
for a numerical algorithm are obtaining the correct physi-
cal states behind the shock fronts, since this represents the
manner in which the gas is changed by the passage of the
shock. Thus whilst the shock profiles shown in Figure 7 are
not as sharp as those shown at comparable resolution in, for
example Tóth (2000), the intermediate states are obtained
correctly apart from some small oscillations observed in the
transverse velocity components near the contact discontinu-
ity and the very narrow spikes in the magnetic field and
transverse velocities which are damped at this resolution by
our use of artificial resistivity.

Whilst the damping due to artificial resistivity improves
with resolution (and with the use of the resistivity switch –
see Figure 9), the oscillations in transverse velocity are of
more concern. It should be noted first of all that these oscil-
lations are quite small and do not appear to affect the dy-
namics significantly (mainly because the jumps in the trans-
verse velocity components are an order of magnitude less
than the jump in vx). However, the oscillations appear to
result from a combination of three factors: the unsmoothed
initial conditions, the fact that we do not explicitly apply
any smoothing to the transverse velocity components and
the effects of the small jumps in the x−component of the
magnetic field.

To remove these oscillations two approaches can be
taken: The first approach is to modify the artificial viscosity
terms slightly in order to smooth the transverse velocity pro-
files. The dissipative terms used in order to capture shocks
were discussed at length in paper I and in this paper in §5.
In the one dimensional case the dissipation terms for MHD
(comprising an artificial viscosity, artificial thermal conduc-
tivity and artificial resistivity) were derived assuming that
jumps would only occur in components of the magnetic field
transverse to the line joining the particles that jumps in ve-
locity would only occur parallel to this line. Neither of these
assumptions strictly hold in the shock tube problem shown
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Figure 7. Results of the 2.5D shock tube test using 310 × 4 particles and an initial smoothing length of h = 1.2(m/ρ)1/2 . In two
dimensions at this value of smoothing length small oscillations in the transverse velocity components appear primarily as a result of the
non-zero magnetic divergence. In this plot the usual artificial viscosity and resistivity terms have been applied uniformly (ie. not using
switches). A small amount of artificial thermal conductivity has been applied using the switch.

Figure 8. The parallel component of the magnetic field in the 2.5D shock tube problem using the usual dissipative terms (left), using
the total magnetic energy (centre) and using the total magnetic and kinetic energies (right). Using the total magnetic energy in the
dissipative terms means that jumps in the parallel field components are smoothed in addition to the jumps in transverse field. Using the
total kinetic energy smooths jumps in the transverse (as well as parallel) velocity components, however this explicitly adds an undesirable
shear component to the artificial viscosity term. Details of these formalisms are given in §5.
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Figure 9. Results of the 2.5D shock tube test using 310 × 4 particles and an initial smoothing length of h = 1.5(m/ρ)1/2 and the total
magnetic energy in the artificial resistivity term but using the usual artificial viscosity term (where in this case both have been applied
using the dissipation switches). The results are a substantial improvement on those presented in Figure 7 for a very modest increase in
the number of neighbours.

in Figure 7 since the transverse velocity components clearly
jump and there is also a small jump in the parallel field
component due to the divergence errors.

A reformulation of the dissipative terms relaxing both
of these assumptions was presented in §5.1, deriving the ar-
tificial viscosity and artificial resistivity terms from jumps
in the total kinetic and magnetic energies respectively in
the total energy equation. The effects of using these for-
mulations on the profile of the parallel component of the
magnetic field are shown in Figure 8. From the centre panel
we see that using the total magnetic energy formulation for
the artificial resistivity has clear advantages in preventing
oscillations in the parallel component of the field at shock
fronts. Using the total kinetic energy version of the artificial
viscosity (in order to smooth out jumps in the transverse
velocity) effectively adds an explicit shear component to the
viscosity term.

In §5.1 it was noted that discontinuities in the trans-
verse velocity components can only occur at corresponding
jumps in the magnetic field and therefore that such disconti-

nuities are already smoothed somewhat by the application of
artificial resistivity there. For this reason the total kinetic en-
ergy formalism is not strictly necessary provided that there
is sufficient artificial resistivity present to smooth both the
transverse field jumps and the transverse velocity jumps.
However, applying even a small amount of such a viscosity
to the two dimensional problem is indeed found to remove
the observed oscillations (Price 2004). It is clear though that
the use of this term is highly undesirable since applying an
explicit shear viscosity will substantially increase the spuri-
ous transport of angular momentum caused by the artificial
viscosity term.

The second approach is to simply increase the number
of neighbours slightly for each particle to give a more ac-
curate interpolation. The results using an initial smoothing
length of h = 1.5(m/ρ)1/2 are shown in Figure 9 using the
total magnetic energy formulation of the artificial resistiv-
ity but retaining the usual artificial viscosity formulation. In
this case the jump in the parallel field component is much
lower and the oscillations in the transverse velocity com-
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ponents do not appear, although there is a small glitch at
the contact discontinuity similar to that observed in the one
dimensional case (Price 2004). The increase in smoothing
length also means that the dissipative terms can be applied
using the switches discussed in §5.2, resulting in a much
lower dissipation rate away from the shocks than would be
required for the h = 1.2(m/ρ)1/2 case.

Increasing the smoothing length from h = 1.2(m/ρ)1/2

to h = 1.5(m/ρ)1/2 corresponds to an increase in the num-
ber of neighbours from ≈ 20 to ≈ 28 on a uniform cubic
lattice in two dimensions. This quite a small increase in
computational expense for a substantial gain in accuracy
(and stability). It therefore seems much more desirable to
increase the smoothing length slightly for multidimensional
problems rather than to explicit add a shear viscosity term.

Finally, although this problem is not unstable to the
clumping instability (and indeed no clumping is observed)
we have also investigated the effects of various instability
correction methods on the shock profile. In particular use
of the anticlumping term (paper I) was found to produce
additional noise in the shock profile. Using either the Mor-
ris formalism for the anisotropic force (§4.2) or subtracting
the constant component of the magnetic field (§4.1) both
give results very similar to those shown in Figures 7-9. Ap-
plying the hyperbolic/parabolic divergence cleaning to this
problem gives a small reduction in the divergence error but
otherwise has no significant effect on the shock profiles.

7.5 Two dimensional shock tube

The second shock tube test is used by both Tóth (2000) and
Dedner et al. (2002) in two dimensions to compare the re-
sults of various divergence cleaning schemes, although the
one dimensional version of this test has been used by many
authors (e.g Dai & Woodward 1994; Ryu & Jones 1995).
The results of the one dimensional test using the SPMHD
algorithm are presented in Price (2004). Although this is
a purely two dimensional test we present it after the 2.5D
shock tube since it presents a much more challenging prob-
lem with regards to the non-zero divergence of the magnetic
field due to the stronger shocks.

The particle setup is as described in the previous
section, except that the initial left state is given by
(ρ,P, vx, vy , By) = [1, 20, 10, 0, 5/(4π)1/2] and the right state
is (ρ, P, vx, vy , By) = [1, 1,−10, 0, 5/(4π)1/2] with Bx =
5.0/(4π)1/2 and γ = 5/3. The boundaries are correspond-
ingly adjusted in the x−direction to allow the particles to fill
the domain −0.5 < x < 0.5 at tmax = 0.08. Particles are ar-
ranged initially on a hexagonal lattice with particle spacing
0.004, giving 660 particles in the x−direction and a total par-
ticle number of 660 × 4 = 2640. As in the previous test, the
results using an initial smoothing length of h = 1.2(m/ρ)1/2

exhibit significant oscillations in the transverse velocity (vy).
In this case the oscillations are substantially worse because
the jump in the parallel field component is much larger.
Hence we have performed this test using h = 1.5(m/ρ)1/2.
However, even in this case the oscillations remain present
and so we have also added the shear viscosity term, using
(37) with α = 1 everywhere (that is, not using the viscosity
switch). The results using these settings are shown in Fig-
ure 10 and may be compared with the exact solution taken
from Dai & Woodward (1994) (solid line) and with the one

dimensional results given in Price (2004). All particles are
shown projected along the x−direction. Even in this case
some oscillations are visible in the vy profile, corresponding
exactly with a spike in ∇ · B. In the h = 1.2(m/ρ)1/2 case
this spike is much larger [(∇ · B)max ∼ 40], causing signifi-
cantly more disruption to the velocity profile. Thus despite
the various tweaks we have attempted for this test, the os-
cillations appear to be primarily caused by the divergence
errors generated at the shocks. More importantly a slight
offset in the intermediate states in the vy, By, ρ and P pro-
files is present. Investigation of this effect suggests that this
is caused by a combination of the divergence error and the
shear viscosity term. Without the shear viscosity term the
intermediate states are obtained correctly, although with
substantially more oscillations in the vy profile.

The effects of increasing the number of neighbours and
changing the strength of the dissipation terms may be sum-
marised as follows: Increasing the number of neigbours re-
duces the jumps in the parallel field component (for exam-
ple with h = 1.2(m/ρ)1/2 the jump is given by ∆Bx =
[Bx(max) −Bx(min)]/Bx0 ≈ 18% whilst for h = 1.5(m/ρ)1/2

we have ∆Bx ≈ 1% and for h = 2.4(m/ρ)1/2 this reduces
further still to ∆Bx ≈ 0.15%). On the other hand, adding
dissipation at the jumps in parallel field means that although
such jumps may be present, the discontinuities (causing
strong divergence errors) are smoothed. The effect of adding
the shear viscosity term is to increase the dissipation at these
discontinuities, thus reducing to some extent the associated
spike in the magnetic divergence.

In Tóth (2000) the results of this test were presented
using the source term approach of Powell et al. (1999) (dis-
cussed in §6.1), showing similar jumps in the parallel mag-
netic field component which were unchanged even in the
converged numerical results. The fact that the jumps in par-
allel field reduce with an increasing number of neighbours
indicates that the SPMHD algorithm converges to the exact
solution in the limit of h → ∞ and N → ∞ where N is
the number of particles. Tóth (2000) attributes the errors in
the parallel field components in the Powell method to the
non-conservative source terms in the induction equation. We
have also performed this simulation using the ‘conservative’
induction equation (85), however we find that the jumps
in Bx are not changed significantly by including the v∇ ·B
term (although contain substantially more numerical noise).

The shock tube tests presented above have been com-
puted without using any form of divergence cleaning (other
than the consistent formulation of the MHD equations in
the presence of magnetic monopoles discussed in §6.1). Thus
a way of eliminating both the jumps in parallel field and
the resulting oscillations in the transverse velocity compo-
nents is to clean up the divergence error. Using the hyper-
bolic/parabolic cleaning discussed in §6.3 is not particularly
effective for this problem, since the divergence errors are
propagated away from their source at the fastest wave speed
which is similar to the rate at which they are created by the
shocks. Thus the diffusion introduced by the parabolic term
does not have time to eliminate the divergence error be-
fore oscillations in the velocity components are produced.
This is illustrated in Figure 11 which shows the parallel
field component and the divergence error after using this
type of cleaning with σ = 0.4 in the parabolic term (c.f.
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Figure 10. Results of the two dimensional shock tube test at t = 0.08 using h = 1.5(m/ρ)1/2 and the shear viscosity term. The results
may be compared with the exact solution given by the solid line. In this stronger shock tube problem the jumps in the parallel field can
cause significant oscillations in the transverse velocity components due to the non-zero divergence terms.

Figure 11. Parallel magnetic field (left) and the divergence er-
ror (right) in the two dimensional shock tube test at t = 0.08
computed as in Figure 10 but using the hyperbolic/parabolic di-
vergence cleaning (§6.3). The exact solution is given by the solid
line. The hyperbolic divergence cleaning does not have a large
effect on this problem since the divergence errors are propagated
at the fastest wave speed which is similar to the rate at which
they are generated in the shocks.

§7.2). The divergence errors are reduced by a factor of ≈ 2
compared to the results shown in Figure 10. In order to elim-
inate the divergence errors from problems such as this one
where divergence errors are created rapidly it seems neces-
sary to invoke some kind of sub-timestep cleaning (such as
a projection method). The implementation of such methods
are complicated in this simple test problem by the use of
periodic boundary conditions. Alternatively the number of
neighbours can be increased further. To demonstrate this
we present a simulation at double the usual neighbour num-
ber, that is using h = 2.4(m/ρ)1/2. The results are shown
at t = 0.08 in Figure 12 and show a reduction in the di-
vergence error by a factor of ∼ 10 compared to the results
shown in Figure 10. This suggests that using a larger neigh-
bour number may be crucial in three-dimensional SPMHD
simulations.

7.6 Rotor

The next test is taken from Tóth (2000) and consists of a
spinning, dense disc embedded in an ambient background
medium containing a uniform magnetic field. The material
initially contained within the disc is flung into the surround-
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Figure 12. Results of the two dimensional shock tube test at t = 0.08 computed as in Figure 10 but using h = 2.4(m/ρ)1/2 . The exact
solution is given by the solid line. Increasing the neighbour number significantly decreases the divergence error.

ing medium by the centrifugal forces, but is constrained into
an oblate shape by the magnetic field. The computational
domain is given by −0.5 < x, y < 0.5 with uniform ther-
mal pressure P = 1 and an adiabatic index of γ = 1.4. A
constant, uniform magnetic field is setup in the x−direction
with strength Bx = 5/

√
4π. The dense disc is setup with

ρ = 10 and a rotation velocity given by vx = 2(y − 0.5)/r0,
vy = 2(x − 0.5)/r0 for r < r0 where in this case r0 = 0.1.
The ambient medium is at rest with ρ = 1.0. Note that this
choice of initial conditions corresponds to the ‘first rotor
problem’ in Tóth (2000).

The density contrast between the disc and the back-
ground medium can be setup in SPH using either variable
particle masses and therefore a fixed initial separation or
equal mass particles and a variable particle distribution. We
have experimented with both methods. In the variable par-
ticle mass case the large density contrast results in some
spurious effects from the higher mass particles ‘mixing’ into
the low particle mass medium and we therefore prefer the
equal mass particle approach. We achieve this setup by set-
ting up the initial disc with a dense concentration of particles
setup on a regular, hexagonal close-packed lattice trimmed
to r < r0. The surrounding medium is then placed using
a second close packed lattice with a correspondingly larger

inter-particle separation with the region r < r0 excluded.
This setup means that we do not apply a taper function to
the density, pressure or velocity profiles as in Tóth (2000).
However the density profile is naturally tapered by the it-
erative calculation of the smoothing lengths and densities
of the particles across the interface (§3). To ensure numeri-
cal pressure equilibrium we setup the thermal energy of the
particles using u0 = P0/[(γ − 1)ρ0] after the initial density
has been calculated by direct summation, rather than using
the analytic density step. Despite this there are some initial
transients but these do not appear to affect the subsequent
evolution substantially.

The problem has been calculated using a background
medium with 200 particles in the x−direction. The hexag-
onal lattice arrangement means that this corresponds to
200 × 230 particles in the surrounding medium, from which
the central disc region is removed, leaving 44,332 particles in
the background medium. The dense concentration of parti-
cles in the disc contains a further 14,454 particles, resulting
in a total of 58,786 particles. Artificial viscosity and resis-
tivity have been applied using the switches, with artificial
thermal conductivity turned off. No divergence cleaning has
been applied.

The results at this resolution using h = 1.2(m/ρ)
1

2
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Figure 13. The density, pressure, mach number and magnetic pressure at t = 0.15 in the MHD rotor problem using 58,786 particles
(roughly 200× 200). All plots show 30 contours spaced between the limits given in Tóth (2000), that is 0.483 < ρ < 12.95, 0.0202 < P <
2.008, 0 < |v|/cs < 1.09, 0 < 1

2
B2 < 2.642 in order to make a direct comparison.

are plotted in Figure 13 and may be directly compared
with the high resolution results shown in Tóth (2000). The
density resolution in the SPMHD solution is slightly bet-
ter than even the 400 × 400 grid based solution shown in
Tóth (2000), giving a maximum density of ρmax = 15.54 at
t = 0.15 as opposed to ρmax = 12.95 in the grid solution, al-
though the minimum density at this time is ρmin = 0.74
in the SPMHD solution as opposed to ρmin = 0.483 in
Tóth (2000). The SPMHD result using 400 particles in the
x−direction (giving a total of 235,574 particles) resolves a
density range of ρmax = 17.76 and ρmin = 0.58. The max-
imum field strength is a little lower in the SPMHD calcu-
lations, with ( 1

2
B2)max = 2.3 (or 2.45 at the higher resolu-

tion), as opposed to ( 1
2
B2)max = 2.64 in the 400 × 400 grid

solution. This is due to our use of artificial resistivity for
shock capturing. There are some small effects at low densi-
ties in the SPMHD solution due to the particle distribution.
These effects decrease both with particle number and also as
the number of neighbours is increased. The divergence con-

straint is maintained reasonably well in this problem – for
example 95% of the particles have h|∇·B|/|B| < 0.01 in the
200 × 200 particle simulation, which increases to 98% using
400 × 400 particles and decreases to 87% using 100 × 100
particles.

7.7 Orszag-Tang vortex

The final test is the compressible Orszag-Tang vortex prob-
lem which was first investigated by Orszag & Tang (1979) in
order to study incompressible MHD turbulence. The prob-
lem was later extended to the compressible case by Dahlburg
& Picone (1989) and Picone & Dahlburg (1991). More re-
cently it has been widely used as a test problem for multi-
dimensional MHD algorithms (e.g. Ryu et al. 1995; Balsara
1998; Dai & Woodward 1998; Londrillo & Del Zanna 2000;
Tóth 2000).

The setup consists of an initially uniform density, pe-
riodic 1 × 1 box given an initial velocity perturbation
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Figure 14. Results of the two dimensional Orszag-Tang vortex test, showing the density (top) and magnetic pressure (bottom) distri-
butions at t = 0.5 for resolutions of 128× 146 (left), 256× 294(centre) and 512× 590(right) particles. The particles are initially arranged
on an isotropic hexagonal lattice with periodic boundary conditions. The initial velocity field is a large vortex v = [− sin (2πy), sin (2πx)]
whilst the magnetic field has a doubly periodic geometry B = B0[− sin (2πy), sin (4πx)]. The SPMHD results at higher resolutions are
in excellent agreement with those presented in (e.g.) Dai & Woodward (1998) and Tóth (2000).

v = v0[− sin (2πy), sin (2πx)] where v0 = 1. The mag-
netic field is given a doubly periodic geometry B =
B0[− sin (2πy), sin (4πx)] where B0 = 1/

√
4π. The flow has

an initial average Mach number of unity, a ratio of mag-
netic to thermal pressure of 10/3 and we use γ = 5/3. The
initial gas state is therefore P = 5/3B2

0 = 5/(12π) and
ρ = γP/v0 = 25/(36π). Note that the choice of length and
time scales differs slightly between various implementations
in the literature. The setup used above follows that of Ryu
et al. (1995) and Londrillo & Del Zanna (2000).

The particles are arranged initially on a uniform hexag-
onal close packed lattice. This distribution means that the
particle are isotropically arranged and is the distribution
towards which other arrangements naturally settle. How-
ever, results are similar using a cubic lattice arrangement.
The simulation is performed at three different resolutions:
128 × 146, 256 × 294 and 512 × 590 particles (where the
number of particles in the y−direction is determined by the
isotropic lattice arrangement). The periodic boundary con-
ditions are implemented using ghost particles. These resolu-
tions are similar to the resolutions used in Dai & Woodward

(1998) (although in SPH the resolution is concentrated pref-
erentially towards regions of high density). The dissipation
terms are applied using the artificial viscosity and resistiv-
ity switches but leaving the artificial thermal conductivity
turned off in order to increase the density resolution. The
wall heating effects which the artificial thermal conductiv-
ity prevents are discussed in Price (2004) and are in general
quite minor. No shear viscosity term has been used. Simula-
tions of this problem which have been run with or without
the variable smoothing length terms, using the Morris for-
malism for the magnetic force (§4.2), evolving either B or
B/ρ and either the thermal or total energy show essentially
no difference in the numerical results.

The results of the density evolution are shown in Figure
14 at t = 0.5. At this time four main shock fronts are visi-
ble which have interacted in the central regions after having
crossed the periodic domain. The SPMHD results, particu-
larly are in good agreement with those presented in (e.g.)
Dai & Woodward (1994, 1998) and Tóth (2000). In the low-
est resolution run, the central regions appear to be slightly
better resolved than in the 128×128 fixed-grid simulation of
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Figure 15. Effect of the hyperbolic/parabolic cleaning on the
evolution of the average magnetic divergence in the two dimen-
sional Orszag-Tang vortex problem, varying the parameter σ.
With σ too low the cleaning can cause increases in ∇ ·B (dashed
line) over simulations with no divergence cleaning (solid line).
The optimal cleaning is obtained with σ ∼ 0.4− 0.8 (dot-dashed,
dotted lines). However, the reduction in the divergence obtained
using the hyperbolic cleaning is fairly small. The single biggest
factor determining the magnitude of the divergence error is the
number of neighbours. The results shown are for a smoothing
length of h = 1.2(m/ρ)1/2 , although the errors decrease as the
number of neighbours is increased.

Dai & Woodward (1998), although the lower density regions
are correspondingly less well resolved. At this resolution the
SPMHD solution shows some small residual effects due to
the distortion of the initial regular particle arrangement,
noticable as small ripples behind the shock fronts in Figure
14 and a slightly mottled appearance in the low density re-
gions. This is particularly evident in Figure 14 since we have
used a smoothing length of h = 1.2(m/ρ)1/2. In the lowest
resolution run the density maxima visible in the higher reso-
lution runs at the top and bottom of the domain are largely
washed out. This is a result of the artificial resisitivity term
used for shock capturing which dissipates energy in these
regions due to the strong current gradient.

The evolution of the average of the magnetic diver-
gence is shown in Figure 15 for several runs using the hy-
perbolic divergence cleaning. The results using the hyper-
bolic/parabolic cleaning with σ = 0.2 (dashed line) can in
fact increase the divergence error over the results with no
divergence cleaning (solid line). This is because in the ab-
sence of sufficient diffusion the hyperbolic term can spread
the divergence errors such that the resultant ‘divergence
waves’ can constructively interfere with each other, lead-
ing to increased errors. The optimal cleaning is obtained
with σ ∼ 0.4 − 0.8 (dot-dashed, dotted lines), although the
reduction in the divergence error given by the hyperbolic
cleaning is comparatively small. In fact, as in the previous
tests, the single biggest factor which determines the magni-
tude of the divergence error is the number of neighbouring
particles. For example in a simulation using h = 1.5(m/ρ)1/2

the divergence errors are approximately half those shown in
Figure 15.

8 DISCUSSION

In this paper multidimensional aspects of the SPMHD algo-
rithm have been discussed. In particular several methods for
maintaining the divergence-free constraint in an SPH con-
text have been presented. Firstly the source term approach
of Powell et al. (1999) was outlined and contrasted with the
consistent formulation of the MHD (and SPMHD) equations
derived in paper II. The major difference between the two
approaches is that our approach retains the conservation of
momentum and energy whereas the Powell et al. approach
does not. The conservation properties of the induction equa-
tion were also discussed, in which it was highlighted that
using a ‘non-conservative’ induction equation means that
the surface integral of the magnetic flux is conserved, rather
than the volume integral. The effect of using the consistent
formulation of the MHD equations in the presence of mag-
netic monopoles (which conserves the surface integral of the
flux) is that divergence errors are advected without change
by the flow (illustrated in Figure 3).

Projection methods for maintaining a divergence free
field were discussed in an SPH context in §6.2. In partic-
ular it was noted that using the Green’s function solution
to the Poisson equation (as is often used for self-gravity in
SPH) provides only an approximate projection. The results
using this type of projection on a problem where an ini-
tial magnetic divergence was introduced into the simulation
were very good (§7.2), but were found to degrade as the
wavelength of the divergence error approached the resolution
length. A projection method based on Biot-Savart’s law was
also discussed and found to give excellent results even for
wavelengths approaching the smoothing length. The imple-
mentation of either of these projection schemes for the test
problems considered in this paper was complicated by the
periodic boundary conditions used, leaving a need for fur-
ther testing of these methods on three dimensional problems.
In particular the Biot-Savart projection method suggests a
promising divergence cleaning method in three dimensions.
This would however require implementation in a tree-code
which is beyond the scope of this paper.

An alternative approach to divergence cleaning sug-
gested recently by Dedner et al. (2002) was discussed in
§6.3. The method involves adding an additional constraint
equation which is coupled to the induction equation for the
magnetic field. Chosen appropriately, the effect of this equa-
tion is to cause the divergence errors to be propagated in a
wave-like manner away from their source (Figure 3). Adding
a small diffusive term means that the divergence errors are
also rapidly reduced to zero. This method is extremely sim-
ple to implement and is computationally very inexpensive.
The disadvantage is that the error propagation is limited by
the timestep condition and, although much faster than using
diffusion alone to reduce the divergence, for some problems
(for example the shock tube tests given in §7.4 and §7.5)
the cleaning is still not fast enough. However, this method
is some improvement over not using any form of divergence
cleaning at a negligible additional computational cost.

The SPMHD algorithm was also tested against a variety
of multidimensional test problems. A non-linear circularly
polarized Alfvén wave was studied in §7.3. This test showed
that SPMHD has a very low intrinsic numerical dissipation
compared to grid based codes, although this property is de-
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stroyed by the addition of explicitly dissipative terms for
shock-capturing which can cause quite slow convergence on
problems where the physical dissipation timescale is of crit-
ical importance.

Two of the shock tube problems examined previously
in one dimensional simulations (paper I Price 2004) were
examined in two dimensions in §7.4 and 7.5. For these prob-
lems jumps in the component of the magnetic field parallel
to the shock front (causing divergence errors) were found
to result in oscillations in the transverse velocity profiles.
The jumps in the parallel field component were found to
decrease as the number of neighbours for each particle was
increased. The corresponding divergence errors produced by
these jumps could be reduced by using a form of the dissipa-
tive terms derived in §5.1 using the total jump in magnetic
and kinetic energies. Modifying the artificial viscosity term
in this manner results in the addition of an explicit shear
viscosity component. It is therefore somewhat undesirable
to do so since this can result in excess spurious angular mo-
mentum transport elsewhere. A better approach would be to
use divergence cleaning to prevent these errors from occur-
ing. However, the hyperbolic cleaning was not found to be
particularly effective for this problem because of the restric-
tion to the fastest wave speed and implementation of the
projection method is complicated by the periodic boundary
conditions. These difficulties are not, however, insurmount-
able. The single biggest factor in determining the magnitude
of the divergence errors in the shock tube tests was found to
be the size of the smoothing region (ie. the number of con-
tributing neighbours). It therefore seems advantageous to
use a slightly larger number of neighbours for MHD prob-
lems (typically h & 1.5(m/ρ)1/ν where ν is the number of
spatial dimensions) than might otherwise be used for hydro-
dynamics.

An MHD rotor problem was examined in §7.6, with re-
sults comparable to those shown in Tóth (2000). Finally
the algorithm was tested on the Orszag-Tang vortex prob-
lem (§7.7) which has been widely used as a benchmark for
MHD codes. The SPMHD results were in good agreement
with those presented elsewhere. This test again highlighted
the need for a slightly larger number of neighbours, in this
case to remove spurious effects related to the initial lat-
tice arrangement and to reduce the magnitude of the di-
vergence errors. The hyperbolic/parabolic divergence clean-
ing was found to produce only a small reduction in the di-
vergence errors, again highlighting the need for some form
of sub-timestep cleaning (for example using the projection
method).

An issue which has not been discussed in this paper, but
which needs to be addressed elsewhere, is the tendency of
SPH particles merge together at short separations due to the
fact that the force tends to zero near the origin of the cubic
spline kernel. In particular this problem can become more
acute as the number of neighbours is increased (as is required
in order to maintain the divergence constraint in MHD).
This instability is well known but is not necessarily notice-
able in SPH simulations, particularly in 3 dimensions, as it
simply leads to a lower effective resolution. Whilst Thomas
& Couchman (1992) propose a simple solution whereby the
kernel gradient in the cubic spline is modified slightly whilst
retaining the usual kernel for the density evaluation, it is
not clear what effect this has on the evolution, particularly

when using the variable smoothing length formalism which
we have described here and in paper II. We therefore feel
that this problem in particular warrants further attention.

Finally it is worth commenting on the ability of the
algorithm as it stands to treat ‘real’ astrophysical MHD
problems. The crucial issue here is the degree to which the
divergence constraint can be maintained. Of the methods
examined in this paper the most promising is the projection
method using the Biot-Savart law since it is the only method
which guarantees a zero divergence. Efficient implementa-
tion of this method in three dimensions requires use of a tree
code (or similar) to solve the resulting Poisson-type equa-
tion similar to that used to compute the gravitational force.
Note that the treecode implementation differs slightly from
the usual gravity tree since the source term of the Poisson
equation in this case is a vector quantity. Periodic bound-
ary conditions add a further complication although again
methods used for gravity can be easily adapted. Secondly
the issue regarding particle merging discussed above needs
to be addressed to be able to usefully increase the neigh-
bour number. Thus, whilst many improvements could still
be made to the algorithm, the results presented in this paper
suggest that the method is ripe for application to problems
of current theoretical interest, such as that of star formation.
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