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Abstract: The dominance of surface and viscous forces at small scales, in particular, render the actuation and manipulation of fluids and particles in microfluidic systems a significant challenge, especially if integration into a portable handheld platform is desired, for example, in miniaturized devices for point-of-care diagnostics and biosensing. We provide a summary of the main actuation techniques that underpin a broad spectrum of microfluidic operations, and, in particular, briefly overview the role of electric and acoustic fields for this purpose. The former are currently mechanisms of choice that are already widely used, whereas the latter, especially surface acoustic waves, comprise an emerging technique that has gained considerable attention of late.

Key words: fluid and particle manipulation, microfluidics, mechanical and non-mechanical actuation, electrokinetics, surface acoustic waves (SAW).

3.1 Introduction

Actuating and manipulating fluids and particles at microscale dimensions poses a considerable challenge, primarily due to the surface area to volume ratio as the characteristic system dimension is reduced, which reflects the increasing dominance of surface and viscous forces in retarding fluid flow. This is captured by the characteristically small Reynolds numbers \( \text{Re} \equiv \rho UL/\mu \leq 1 \) in microfluidic systems, wherein \( \rho \) and \( \mu \) are the density and viscosity of the fluid, and \( U \) and \( L \) are the characteristic velocity and length scales, respectively. Laminarity of the flow is also inherent in these low Re systems, thereby highlighting further challenges with regards to fluid mixing, especially in diffusion-limited systems.

To date, external syringe pumps have been widely utilized to induce flow and mixing in microfluidic systems. Although these are precise and reliable, they are fairly large and hence confined to laboratory benchtops, thereby proving difficult to integrate with other operations on the microfluidic device comprising a miniaturized handheld platform for portable
operations, for example, for use at the point of need (Yeo et al., 2011). This is further complicated by the inlet and outlet tubing and ancillary connections required for fluid transfer between the pump and the chip, which requires careful handling by a skilled user, therefore making their use considerably challenging for adoption by patients, for example, in diagnostic testing. The majority of medical testing also involves molecular and bioparticle manipulation, which require additional microfluidic capability for fast and sensitive preconcentration, sorting and detection.

In this chapter, we summarize the various mechanisms for microfluidic actuation within two subcategories: mechanical and non-mechanical actuation mechanisms (Table 3.1). This is followed by a brief overview of two mechanisms, namely electrokinetics and acoustics, which we believe constitute the most promising and practical methods for driving fluid and particle motion in microfluidic devices, as reflected by recent growing interest and popularity in their use.

### 3.2 Electrokinetics

To date, electrokinetics, which concerns the use of electric fields to manipulate fluid flow, is one of the most preferred and widely used methods for microfluidic actuation. This is because electrodes are cheaply and easily fabricated, and can be integrated without much difficulty in microfluidic devices, and have the ability to provide high electroosmotic flow rates, efficient electrophoretic separation, and precise dielectrophoretic particle positioning. Here, we provide an overview of the basic principles underlying these flows and a brief summary of their use for microfluidic actuation. The reader is referred to a more comprehensive treatise on the subject in Chang and Yeo (2010).

#### 3.2.1 The electric double layer

A channel surface in contact with an electrolyte solution tends to acquire a net charge through various surface-charging mechanisms (Hunter, 1987). Consequently, free ions in the bulk with opposite charge to that on the surface (counter-ions) are attracted to the channel surface, while ions with like charge (co-ions) are repelled. A thin polarized layer rich in counter-ions, known as the Debye double layer, therefore arises adjacent to the channel surface, as depicted in Fig. 3.1a and 3.1b.

The electric potential field \( \varphi \) in the double layer can be described via a solution of Gauss' Law \( \nabla \varphi = -\rho_s \varepsilon \) governing charge conservation. For planar systems of symmetrical binary electrolytes, the volume charge density \( \rho_s \) can be specified by the Poisson-Boltzmann distribution; in the limit of small
**Table 3.1 Summary of the main mechanical and non-mechanical actuation mechanisms for microfluidic actuation**

<table>
<thead>
<tr>
<th>Mechanical</th>
<th>Principal/Notes</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piezoelectric</td>
<td>A diaphragm comprising a piezoelectric disc, or a stack, that deforms when subject to an electric field to induce fluid motion by peristaltic (i.e., sequential contraction and relaxation) action along the length of the channel.</td>
<td>Koch et al., 1998;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Schabmueller et al., 2002;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jang et al., 2007;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yang et al., 2008</td>
</tr>
<tr>
<td>Pneumatic/Thermopneumatic</td>
<td>Air is employed to actuate and relax a diaphragm to create a pressure difference that pumps the fluid; often combined with diffusers. Heated and cooled air are used in thermopneumatic versions.</td>
<td>Pol et al., 1990;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jeong and Yang, 2000;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kim et al., 2005;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Grover et al., 2006</td>
</tr>
<tr>
<td>Rotary/Centrifugal (e.g.,</td>
<td>Reservoirs, valves and channels are patterned on a compact disc (CD). Fluid actuation within these structures arising from centrifugal forces is achieved upon rotation using a laboratory micromotor. A thermopneumatic addition combines this with heating of the reservoir to allow bidirectional pumping.</td>
<td>Gorkin et al., 2010;</td>
</tr>
<tr>
<td>rotary gears, Lab-on-a-CD)</td>
<td></td>
<td>Abi-Samra et al., 2011</td>
</tr>
<tr>
<td>Shape-memory alloys (SMAs)</td>
<td>SMAs are thin films, and more recently wires, used as valves, pumps, latches and multiplexers due to their ability to exert large strains on soft elastomers such as PDMS under an electric field.</td>
<td>Benard et al., 1998;</td>
</tr>
<tr>
<td>Electromagnetic</td>
<td>Fluid actuation is achieved by applying an oscillating magnetic field with the use of magnetic elements strategically embedded in a soft polymeric structure, resulting in its vibration. This is combined with diffuser and nozzle elements close to the inlets and outlets to achieve net flow direction.</td>
<td>Xu et al., 2001;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vyawahare et al., 2008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Khoo and Liu, 2000;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al-Halhoulia et al., 2010;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zhou and Amirouche, 2011</td>
</tr>
<tr>
<td>Electrostatic</td>
<td>Coulombic attraction force between oppositely charged plates drives the deflection of a soft membrane when an appropriate voltage is applied. The deflected membrane returns to its initial position upon relaxation of the field. The alternating deflection results in a pressure difference that, in turn, pumps the fluid.</td>
<td>Zengerle et al., 1992;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Machauf et al., 2005;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bae et al., 2007</td>
</tr>
</tbody>
</table>
Acoustic (e.g., flexural waves, bubble streaming and SAWs)

Flexural Waves: Bulk vibration of a thin piezoelectric film that generates an acoustic field, which, in turn, causes fluid to flow (acoustic streaming).

Bubble streaming: Acoustic streaming driven via excitation of bubbles attached at strategic positions on a channel using a piezoelectric transducer. Typically used for fluid mixing and recently for particle sorting and trapping.

SAW: MHz order frequency electromechanical surface waves that generate a direct acoustic force on particles or a momentum that generates fluid flow (acoustic streaming) for fluidic actuation and micro/nano particle and biomolecule manipulation.

References

- Moroney et al., 1991
- Lugginbuhl et al., 1997
- Meng et al., 2000
- Ahmed et al., 2009a, 2009b; Wang et al., 2012; Hashmia et al., 2012
- Friend and Yeo, 2011; Yeo et al., 2011

<table>
<thead>
<tr>
<th>Non-Mechanical</th>
<th>Principal/Notes</th>
<th>References</th>
</tr>
</thead>
</table>
| Capillary (e.g., pressure and surface tension gradients) | Pressure gradient: Flow induced by a pressure difference across an interface that drives wetting of fluids in channels or in paper-based substrates. Attractive because it offers a passive actuation mechanism without requiring active pumping.  
Surface tension gradient: Generation of interfacial flow due to chemical (e.g., surfactant) concentration, thermal (thermocapillary), electrical (electrocapillary), or optical (optocapillary) gradients. | Ichikawa et al., 2004; Gervais and Delamarche 2009; Martinez et al., 2010; Darhuber and Troian, 2005; Basu and Gianchandani, 2008; Lazar and Karger, 2002; Takemura et al., 2003; Wang et al., 2009; Wu et al., 2008; Kenyon et al., 2011 |
| Electrokinetics (e.g., electroosmosis, electrophoresis, dielectrophoresis and electrowetting) – Chang and Yeo (2010) | Electroosmosis: Bulk motion of aqueous solution along a fixed solid boundary due to an external electric field.  
Electrophoresis: Use of an applied electric field to move charged particles or ions in a stationary fluid.  
Dielectrophoresis: Motion of dielectric particles suspended in a medium due to the application of a non-uniform electric field. | Pethig, 2010; Menachery et al., 2010 |
(Continued)
<table>
<thead>
<tr>
<th>Non-Mechanical</th>
<th>Principal/Notes</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optics (optofluidics)</td>
<td>Laser microfluidic actuation: The momentum carried by incident propagating light gives rise to a radiation pressure at the fluid interface due to the difference in refractive index, resulting in interfacial deformation or even jetting. In addition, localization of the laser beam induces thermocapillary forces leading to fluid flow (see also Capillary entry).</td>
<td>Grigoriev, 2005; Baroud et al., 2007; Delville et al., 2009; Dixit et al., 2010</td>
</tr>
<tr>
<td>(e.g., laser microfluidic actuation, optical tweezing and, optical chromatography) – Fainman et al. (2010)</td>
<td>Optical tweezers: Dielectric particles can be trapped and moved due to the optical gradient within the tightly focused laser beam. Alternatively, birefringence can be exploited in which a particle can be rotated in a standard optical trap simply by manipulating the polarization of the light beam.</td>
<td>Grier, 1997; Dholakia et al., 2002; Chiou et al., 2005; Neale et al., 2005</td>
</tr>
<tr>
<td></td>
<td>Optical chromatography: Use of a focused laser beam to trap particles along its axis of propagation, where the beam is positioned against the fluid flow and the particles’ trapped location is a balance between fluid drag and optical pressure.</td>
<td>Imasaka, 1998; Hart and Terray, 2003; Hart et al., 2007</td>
</tr>
<tr>
<td>Magnetohydrodynamic</td>
<td>Use of a Lorentz force to pump conducting fluids, perpendicular to both the electric and the magnetic field.</td>
<td>Lemoff and Lee, 2000; Jang and Lee 2000; Bau et al., 2001; Eijel et al., 2003</td>
</tr>
<tr>
<td>Microbubbles</td>
<td>Generated either electrochemically (e.g., via electrolysis) or thermally (e.g., cavitation). The bubble oscillation is used to drive pumping in microchannels, often by pushing on diaphragms.</td>
<td>Suzuki and Yoneyama, 2002; Yoshimi et al., 2004; Kabata and Suzuki, 2005; Yin and Prosperetti, 2005</td>
</tr>
</tbody>
</table>
surface potentials $\varphi_s << RT/zF \sim 25.7$ mV (298 K), linearization of the resultant Poisson equation together with boundary conditions prescribed by the surface potential $\varphi = \varphi_s = \lambda_D E_s$ ($y = 0$) and a potential and electric field $E = -d\varphi/dy$ that decays away from the surface to the bulk ($y \to \infty$) permit an approximate analytical solution in the form

$$\varphi = \varphi_s e^{-y/\lambda_D},$$

where

$$\lambda_D = \sqrt{\frac{\varepsilon RT}{2F^2z^2C_\infty}}$$

is the Debye screening length or double layer thickness. The above is known as the Debye–Hückel approximation (Debye and Hückel, 1923), wherein $y$ is the coordinate normal to the surface, $\varepsilon$ the permittivity, $R$ the molar gas constant, $T$ the absolute temperature, $z^+$ the ionic valency, $F$ the Faraday constant and $C_\infty$ the bulk ion concentration. We note the inverse relationship between the Debye length and the ion concentration (and hence conductivity) in Equation [3.2]: strong electrolytes lead to thin double layers (~0.1–10 nm), whereas weaker electrolytes give rise to thicker double layers (~10 nm–1 $\mu$m).

The Debye–Hückel approximation, which assumes that the counter-ions are mobile point charges distributed by rapid and random thermal motion in the diffuse double layer, nevertheless fails to account for hydration or solvation effects due to the finite ion size. These effects were later taken into account by allowing for a Stern layer comprising hydrated counter-ions that are bound by water molecules, whose local screening effect permits their adsorption onto the surface (Fig. 3.1c) (Stern, 1924). A slip plane therefore must exist between the rigid and stationary Stern layer and the mobile diffuse layer, along which the potential, more specifically known as the zeta potential $\zeta$, can be experimentally measured (in contrast to the difficulty in characterizing the actual potential on the surface). For weak to moderate electrolytes, in keeping with the small potential limit in the Debye–Hückel approximation, $\zeta \sim \lambda_D E_s \sim \lambda_D \sigma/\varepsilon$.

Electrokinetic phenomena therefore arise as a consequence of slippage of the diffuse double layer over the charged surface upon the application of an applied electric field to generate bulk flow (electroosmosis in the case of stationary charged surfaces) or particle motion (electrophoresis in the case of a stationary medium), or an applied external force to produce an electric potential (streaming potential in the case of flow over a stationary surface or sedimentation potential in the case of charged particles moving in
3.1 (a) Schematic depiction of, and (b) concentration profile (top) and electric potential variation (bottom) in the Debye double layer of thickness $\lambda_0$ that arises as a consequence of an electrolyte solution in contact with charged surface, showing the enrichment in counter-ions and depletion in co-ions. (c) Stern layer that comprises hydrated counter-ions bound by water molecules.

a stationary medium). Given their relevance to microfluidic actuation, we briefly highlight the first two cases in the discussion to follow.

3.2.2 Electroosmosis

*Electroosmotic slip*

In its most general case, electroosmosis comprises the bulk motion of electrolyte that arises when a tangential electric field is applied across the equilibrium double layer that forms when the electrolyte is in contact with a solid boundary that acquires surface charge as a consequence. As depicted in Fig. 3.2, counter-ions in the diffuse layer are attracted to the electrode with opposite polarity, their net charge giving rise to a Maxwell (Lorentz) force $\rho_e E$ and hence momentum transfer on the liquid, which drives an electrokinetic slip at the slip plane. This slip can be derived from a balance between the hydrodynamic viscous and Maxwell stresses, assuming that the double layer is sufficiently thin compared to the channel radius/width such that the flow is unidirectional along the channel and that the pressure gradient only arises as a consequence of the tangential gradient in the normal surface field. Details of the derivation can be found in Chang and Yeo (2010); here, it suffices to quote the result, known as the Smoluchowski slip velocity:

$$u_s = -\frac{\epsilon \mathcal{E} E_x}{\mu},$$  \[3.3\]
3.2 Counter-ions within the diffuse double layer are attracted towards the electrode with the opposite polarity upon application of a tangential electric field, giving rise to a net Maxwell force and hence bulk motion of the fluid known as electroosmosis. Given the double layer is thin relative to most microchannel dimensions, the flow velocity profile is essentially flat across the channel.

where $E_x$ is the applied tangential field and $\mu$ is the viscosity. Typically, $\zeta \approx 10-100$ mV and hence slip velocities up to around 1 mm/s can be generated with fields of approximately 100 V/cm.

**Electroosmotic pumping**

The velocity therefore increases from its zero value (i.e., no-slip) at the channel wall to the maximum value given in Equation [3.3] at the slip plane. Consequently, the slip drags the rest of the liquid in the channel along, giving rise to bulk electroosmotic flow. Given the asymptotically small Debye length, the bulk flow can be considered to arise from slip at the channel walls, and hence the velocity profile is essentially flat across the channel. This plug flow is convenient and particularly advantageous over pressure-driven flow from many perspectives, especially for microfluidic applications, since it minimizes hydrodynamic dispersion that leads to sample band broadening. Moreover, the independence of the slip velocity on the channel dimension then suggests that the volumetric flow rate, which is proportional to the channel cross-sectional area, scales as the square of the characteristic channel dimension $H$. This is a considerable advantage over the $H^4$ scaling of the volumetric flow rate arising from pressure-driven flows, which sharply diminishes with miniaturization of the channel dimension as $H$ decreases. Together with the benefits of on-chip electrode integration – therefore removing the need for cumbersome fluid transfer from large mechanical or syringe pumps onto the microfluidic device, the elimination of mechanically moving parts, the ease of changing the flow direction upon reversal of the electrode polarity and the constant pulse-free fluid motion – electroosmotic pumps thus constitute a very attractive mechanism for microfluidic actuation.

It can further be shown from simple scaling arguments that a channel dimension $H$ close to $\lambda_D$ optimizes the power efficiency of the electroosmotic
pump (Chang and Yeo, 2010) – in larger channels, power is wasted in the large electroneutral bulk region outside the double layer where there is no net momentum transfer due to the absence of net charge, whereas in smaller channels, the flow is suppressed by increased viscous dissipation. As such, and given that the volumetric flow rate scales with cross-sectional area, it is expedient to employ a parallel bundle of thin channels (e.g., nanopores) whose dimensions are comparable to the double layer thickness – an example being that in packed capillaries or porous silica monoliths (Chen et al., 2005; Wang et al., 2006). For cylindrical pore geometries, and neglecting the tortuosity of the pore networks, the maximum pressure that can be developed in such pumps, taking into account the hydrodynamic load that imposes a back pressure within a channel, can be expressed by

$$\Delta p_{\text{max}} = \frac{8\mu Q_{\text{eo}}}{\left(\frac{A_p R_p^2}{L_p}\right) + \left(\frac{A_t R_t^2}{L_t}\right)} , \tag{3.4}$$

where $Q_{\text{eo}} = u_e A_p = n \pi R_p^2 u_e$ is the electroosmotic flow rate of the pump comprising $n$ cylindrical pores of radius $R_p$ and length $L_p$, i.e., the maximum flow rate when there is no pressure-driven flow ($\Delta p = 0$), and $A_t = \pi R_t^2$ the effective cross-sectional area of the hydrodynamic load section with radius $R_t$ and length $L_t$, whose flow rate is specified by the Hagen-Poiseuille equation:

$$Q = \frac{A_t R_t^2}{8\mu} \frac{\Delta p_{\text{max}}}{L_t} . \tag{3.5}$$

Substituting Equation [3.4] into Equation [3.5],

$$Q = Q_{\text{eo}} \left(1 - \frac{\Delta p}{\Delta p_{\text{max}}} \right) , \tag{3.6}$$

indicating the linear relationship between the back pressure and flow rate, and from which the efficiency of the pump can be obtained:

$$\eta = \frac{Q}{Q_{\text{eo}}} = 1 - \frac{\Delta p}{\Delta p_{\text{max}}} . \tag{3.7}$$

The pump becomes more efficient therefore as $\Delta p_{\text{max}}$ increases, which, from Equation [3.4], can be obtained by reducing $R_p/R_t$ such that $Q$ approaches
$Q_{\text{eo}}$. This is however constrained, since decreasing $R_p$ below $\lambda_D$ results in overlapping double layers and hence diminishing slip velocities. The pump operation is therefore optimal when $R_p \sim \lambda_D$, as suggested above, noting from Equation [3.4] that $Q_{\text{eo}}$ and hence $Q$, can be compensated by increasing the applied field strength, although this, on the other hand, is limited by undesirable effects of bubble generation as a consequence of the increased current, which can cause blockage of the channel and whose large capillary pressures could cancel out any increase in the flow rate.

The theory above, nevertheless, breaks down for nanochannels when the channel dimension becomes comparable to the Debye length, such that an electroneutral ohmic region in the bulk no longer exists and the entire channel consists of a polarized region due to double layer overlap. In addition, entrance, resistive, pore neck charge storage, and electroviscous effects may also become important in these cases (Chang and Yeo, 2010). There are several analytical models as well as molecular simulations dedicated to nanochannel electroosmosis (see, for example, Petsev (2010) and Qiao and Aluru (2003)); we refer the reader to these, as the subject is beyond the scope of the present overview.

**Electroosmotic mixing**

Given the irrotationality of the electric field, the similarity between the hydrodynamic streamlines and the electric field – i.e., both velocity and electric fields are governed by the same divergence-free conditions – renders the electroosmotic flow an irrotational potential flow (hence the flat velocity profiles observed in Fig. 3.2) in the absence of an externally applied pressure gradient (Chang and Yeo, 2010). An unfortunate consequence of this result, which is quite unexpected for microfluidic flows where viscous stresses are usually dominant, is the absence of flow vortices to induce mixing in the microfluidic device, which, although advantageous in minimizing sample dispersion as discussed earlier, can be problematic given the typically low biomolecular diffusivities that result in long reaction times in transport-limited cases. Various strategies have therefore been adopted to increase mixing efficiency in electroosmotic flows. For example, it is possible to revoke the field and streamline similarity by generating a back pressure gradient in the channel through the introduction of surface charge, or bulk pH or electrolyte concentration (and hence $\zeta$-potential) gradients along the channel (Ajdari, 1995; Herr et al., 2000; Minerick et al., 2002). Alternatively, interfacial instabilities can be introduced in the case of two co-flowing electrolytes with differences in their conductivities (Lin et al., 2004; Pan et al., 2007), as illustrated in Fig. 3.3, although the electric fields required to drive such transverse electrokinetic instabilities are often fairly large.
3.3 Transient electrokinetic instability driven by the gradient in the conductivity of two co-flowing electrolyte solutions under an applied longitudinal electric field. (a) Experimental results and (b) numerical simulation. (Source: Reprinted with permission from Lin et al. (2004). Copyright 2004, American Institute of Physics.)

3.2.3 Electrophoresis

Electrophoresis refers to the application of electric fields to move charged particles or ions in a stationary fluid. Two asymptotic limits for the particle size $a$ can be considered (Chang and Yeo, 2010). In the small particle size limit (Fig. 3.4a), i.e., $a \ll \lambda_p$, the particle can be assumed to be a point charge and hence double layer screening effects can be neglected. In this case, the presence of the point charge does not influence and hence distort the field lines, and simply translates under electromigration effects in the absence of electrokinetic slip in the double layer around the particle. A balance between the Coulomb force exerted by the point charge $q$ and the viscous drag force then leads to the Hückel equation for the electrophoretic mobility of the particle:

$$v_{ep} = \frac{2eE}{3\mu}, \quad [3.8]$$

which is related to the electrophoretic velocity through $u_{ep} = v_{ep}E$.

In the large particle size limit (Fig. 3.4b), i.e., $a \gg \lambda_p$, the double layer screens the external field, and hence the Maxwell force only acts in the double layer to drive an electrokinetic slip flow and not on the particle itself.
3.4 (a) The electric field lines around a particle remain undistorted around a charged particle if its size $a$ is small compared to the Debye double layer thickness ($a \ll \lambda_D$). (b) On the other hand, the double layer screens the external field when the particle size is large compared to the double layer thickness ($a \gg \lambda_D$).

In this case, the Smoluchowski slip velocity in Equation [3.3] can be used along the particle surface such that the electrophoretic velocity has the same dependency as the electroosmotic slip velocity but with opposite sign:

$$u_s = \frac{e \zeta E_s}{\mu}.$$  \[3.9\]

The discrimination in the electrophoretic mobility and hence migration velocity based on charge (more specifically, the surface charge density and hence the $\zeta$-potential) in Equations [3.8] and [3.9] provides the underlying basis for electrophoretic separation technology. We note, however, the absence of the dependence on particle size or shape (although the former is implicit in the $\zeta$-potential in the point charge theory). More common, however, is the use of gels or polymer (i.e., gel electrophoresis), which provides a medium that acts as a molecular sieve to facilitate steric and reptation effects, thus permitting size-based discrimination (i.e., smaller molecules migrate more quickly in the gel compared to larger molecules with the same electrophoretic mobility under the same electric field). More recently, a powerful technique has been proposed as an alternative to gel electrophoresis, in which the ends of polyelectrolyte molecules are tagged with a large uncharged monodispersed protein or polymer that exerts a large drag on the molecule whilst leaving its net charge intact. This technique, known as end-labelled free-solution electrophoresis (Meagher et al., 2005), has been demonstrated as a fast and efficient method for the separation of gene fragments in DNA sequencing. Other methods for multiplex DNA sequencing using capillary array electrophoresis in microfluidic platforms (Paegel et al., 2002), as well as electrophoretic detection of DNA sequence variations in microfluidic devices, have also been proposed – for the latter see, for example, the
work on single nucleotide polymorphism detection using restriction fragment length polymorphism (Footz et al., 2004) and single-strand conformation polymorphism (Szántai and Gutman, 2006). The reader is also referred to the review by Wu et al. (2008) and Yeo et al. (2011).

We note that the buffer solution also moves due to electroosmosis, and hence the electroosmotic velocity must be taken into account. Defining an electroosmotic mobility \( v_{eo} = u/E \), the apparent mobility and hence the apparent velocity of the charged particle moving through the buffer solution under combined electrophoresis and electroosmosis is simply the sum of the electrophoretic and electroosmotic mobilities. When the charged particles have the same polarity as that of the ions in the buffer solution, the apparent mobility therefore exceeds the electrophoretic mobility, whereas the converse is true if the charged species has the opposite polarity to the ions in solution. Interestingly then, the charged particles can be trapped when the electrophoretic and electroosmotic mobilities are equal, which can be exploited to reduce the length required for electrophoretic separation.

To date, several extensions to the above electrophoretic theories have been proposed with more sophisticated theories to account for electrosensitive effects – including that for non-spherical (Chen and Koch, 1996) and porous particles (Natraj and Chen, 2002), tangential surface conduction (Camp and Capitano, 2005), counter-ion condensation (Chang and Yeo, 2010), as well as conducting Stern layer and convective currents effects (Shubin et al., 1993).

### 3.2.4 AC electrokinetics

The use of DC electric fields is not without inherent disadvantages. High DC field intensities can sustain large currents that cause molecular and cellular degradation, and particle aggregation, as well as bubble and ion contamination generation. These problems can, however, be circumvented with the use of high frequency (>10 kHz) AC fields. The polarization mechanism and hence flow dynamics associated with AC electrokinetics are, however, fundamentally different from its DC or low frequency AC counterpart. Above frequencies associated with time scales that are below the double layer charge relaxation time scale \( \lambda_D^2 / \nu = \varepsilon \sigma \), wherein \( \nu \) is the ionic diffusivity and \( \sigma \) the conductivity, there is insufficient time to polarize the double layer. As such, AC electrokinetics utilizes the electric field itself to induce polarization on the electrode surface in place of polarization due to the natural surface charges on the channel surface, as in DC electrokinetics (Chang and Yeo, 2010). Correspondingly, the induced polarization is non-uniform, given the double layer is no longer in equilibrium; as a result, the \( \zeta \)-potential is now field-dependent, and thus it can be seen, for example, from the slip velocity given by Equation [3.3], that AC electrokinetic phenomena are
non-linear. Moreover, at these high frequencies, electrochemical reactions at the electrodes are usually absent at the RMS voltages typically employed, and hence problems associated with bubble and ion generation are non-existent. Further, the AC current is localized in the double layer, therefore minimizing penetration and thus damage in molecular and cellular structures. Below, we provide only a very brief summary of this subject in the context of AC electroosmosis; for a more in-depth discourse on non-linear and non-equilibrium electrokinetics, the reader may wish to consult the text by Chang and Yeo (2010). It is worth noting that it is possible to drive similar field-induced double layer polarization using DC fields (alternatively known as induced-charge electrokinetic phenomena (Squires and Quake, 2005), also discussed further in Chang and Yeo (2010)).

The simplest case of AC electroosmotic flow occurs due to capacitive charging over symmetric coplanar electrodes, as illustrated in Fig. 3.5; it is also possible that AC electroosmotic flows can be generated due to Faradaic charging (Lastochkin et al., 2004; Ng et al., 2009), although we will refrain from discussing this mechanism here. In one half of the AC cycle, ions in the bulk are driven by the field towards electrodes of opposite polarity to form a double layer whose total charge balances that on the electrodes. In the next half cycle, the electrode polarity reverses and so does that of the double layer on each electrode. In both cases, however, an outward tangential Maxwell force arises, which does not reverse in direction upon reversal of the field. This therefore gives rise to a net non-zero time-average Maxwell stress and hence an electroosmotic slip to result in a pair of recirculating vortices with length scales comparable to the electrode dimension. This symmetric vortex pair, however, cancels and hence no net flow is produced. In order to create a net global flow, it is therefore necessary to break the vortex symmetry with the use of asymmetric electrodes or an asymmetric field (e.g., a travelling wave) (Ajdari, 2000; Brown et al., 2000; Ramos et al.,

3.5 Schematic of AC electroosmotic flow on symmetric coplanar electrodes that is due to the capacitive charging mechanism. (a) and (b) show the electric field directions, the resultant time-averaged Maxwell force, and the corresponding flow profiles in successive AC half-cycles. (Source: After Ben and Chang (2005).)
2003); practical devices also include an upper surface to suppress the back flow associated with the larger vortex. In fact, the most efficient flow can therefore be produced with maximum asymmetry through an orthogonal (T) electrode design given the near singular field at the tip of the vertical section of the ‘T’ (Lastochkin et al., 2004). First derived by González et al. (2000), the time-averaged AC electroosmotic slip on the electrode can be shown to assume the form

\[ u_s = \frac{-\varepsilon_l}{4\mu} V_s \left| \Phi + \frac{V_0}{2} \right|^2 \]  

where \( \Phi \) is the potential in the bulk immediately adjacent to the double layer and \( |V_0| \) the RMS amplitude of the applied voltage signal; \( V_s \) is a surface gradient operator across each electrode. It is then apparent from this, together with a charge balance across the double layer,

\[ \sigma \frac{\partial \varphi}{\partial n} = i\omega C \left( \Phi - \frac{V_0}{2} \right) \]  

(where \( \omega \) is the applied AC frequency, \( C \) the total capacitance in the double layer, and \( n \) the coordinate normal to the electrode surface) that the slip velocity reaches a maximum at an optimum frequency \( \omega_0 \) associated with the \( RC \) or double layer charging time (\( R \) being the electrolyte resistance) \( D/\lambda_d \), where \( d \) is the electrode separation. Away from this optimum frequency, the slip velocity decays monotonically to zero. At low frequencies \( \omega \to 0 \), the double layer is completely polarized and completely screens the field such that the electrode resembles a perfect insulator; consequently, the potential drop occurs mainly across the double layer. At high frequencies \( \omega \to \infty \), there is insufficient time to charge the double layer, and hence the electrode resembles a constant potential surface (i.e., a perfect conductor) and the potential drop occurs mainly across the bulk (Chang and Yeo, 2010).

Squires and Bazant (2004) later extended the analysis of AC electroosmotic flows to allow for charging on ideally polarizable surfaces other than electrodes. In particular, they examined a conducting cylinder (e.g., a metal wire) immersed in an electrolyte, which when subjected to a uniform field, attracted the normal field lines, thus facilitating normal field penetration into the double layer and giving rise to an electroosmotic slip (Fig. 3.6). Again, the time-averaged slip velocity exhibits a maximum due to complete screening in the low frequency limit and incomplete charging in the high frequency limit. In any case, the resulting flow is quadrupolar as shown in
3.6 Double layer charging mechanisms of a polarizable conducting cylinder immersed in an electrolyte solution. Field lines (a) before and (b) after charging of the double layer. (c) Resulting electroosmotic flow streamlines, and (d) the corresponding streamlines obtained if the net charge on the cylinder surface is non-zero. (Source: Reprinted with permission from Squires and Bazant (2004). Copyright 2004, American Physical Society.)

Fig. 3.6c, wherein fluid is drawn along the field lines at the poles and ejected radially at the equator.

In addition to micropumping applications, the planar converging stagnation flow associated with the recirculating vortex pair in AC electroosmosis above symmetric coplanar electrodes has also been exploited for linear particle assembly (Ben and Chang, 2005). A similar system was later used to convect single DNA molecules in a bulk suspension and immobilize them onto the electrode surface for subsequent stretching (Lin et al., 2005). Long-range convective trapping of DNA has also been demonstrated using the T-electrode design – the horizontal section of the ‘T’ being used to sweep particles in the bulk toward the vertical section of the ‘T’ which then funnels the concentrated particles into a conical region (Du et al., 2008). Whilst such long-range convective mechanisms are not extremely effective at local trapping, since flow conservation renders a true stagnation point impossible, it is possible to combine the AC electroosmotic flow with short-range forces to
provide enhanced particle localization. Dielectrophoresis is one such short-range mechanism, which we shall discuss next.

3.2.5 Dielectrophoresis

Upon application of an electric field, a dielectric particle suspended in a dielectric medium acquires an interfacial charge due to the discontinuity in the permittivity across the phases. The interfacial polarization, however, is dependent on the orientation of the field due to the alignment of the individual dipoles within the particle and medium with the field, which can collectively be described by a single particle dipole that produces an effective dipole moment. For a spherical particle of radius $a$ under an external AC field $\mathbf{E}$, upon solving for the potential of the particle and the medium through an expansion in spherical harmonics, this takes the form (Chang and Yeo, 2010)

$$ \mathbf{p} = 3 \varepsilon_m f_{CM} V \mathbf{E}, $$

where

$$ f_{CM} = \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m} $$

is the Clausius–Mossotti factor that describes the polarizability of the particle. In the above, $V$ is the particle volume and

$$ \tilde{\varepsilon}_i = \varepsilon_i - i \frac{\sigma_i}{\omega} $$

is a complex permittivity in which the subscripts $p$ and $m$ denote particle and medium properties, respectively. When subject to an applied AC electric field with constant phase, this induced effective particle dipole then results in a time-averaged force on the particle, which reads (Green and Morgan, 1999):

$$ \langle \mathbf{F} \rangle = \frac{1}{T} \int_0^T (\mathbf{p} \cdot \nabla) \mathbf{E} \, dt = \pi \varepsilon_m a^3 \text{Re}[f_{CM}] \nabla |\mathbf{E}|^2, $$

where $T$ denotes the period of AC forcing.

We note that the force is short range, depending on the particle dimension cubed as well as the electric field gradient. This non-uniform field is
necessary since the net interfacial charge on both ends of the particle are of opposite polarities but equal magnitudes; the force therefore cancels out in a uniform field since there is no effective dipole moment. The resulting particle motion that arises from this interaction between the non-uniform field with the induced dipole moment is therefore known as dielectrophoresis (DEP).

The versatility of DEP manipulation arises from the reversal in the polarizability specified by the real part of the Clausius–Mossotti factor \( \text{Re}[f_{CM}] \) about a crossover frequency

\[
\omega_c = \frac{1}{2\pi} \sqrt{\frac{(\sigma_m - \sigma_p)(\sigma_m + 2\sigma_p)}{(\varepsilon_p - \varepsilon_m)(\varepsilon_p + \varepsilon_m)}}. \tag{3.16}
\]

For frequencies at which \( \text{Re}[f_{CM}] > 0 \), particles are thus drawn toward regions of high field intensity (positive DEP), whereas for frequencies at which \( \text{Re}[f_{CM}] < 0 \), particles are drawn toward regions of low field intensity (negative DEP). The dependence of \( f_{CM} \) on the particle and medium conductivities and permittivities also allows the design of a DEP sorter that endows one particle species with a positive DEP force and another with a negative DEP force through judicious choice of a specific applied frequency (Gagnon and Chang, 2005). Multiple species, for example, can also be sorted by different DEP mobilities, which can be estimated from a balance between the DEP force in Equation [3.15] and the Stokes drag on the particle:

\[
\nu_{\text{DEP}} = \frac{\varepsilon_m a^2 \text{Re}[f_{CM}]}{6\mu}. \tag{3.17}
\]

An integrated multiplex continuous flow microfluidic platform for filtering debris and for sorting and trapping of colloidal beads or pathogens at a rate of 100 particles/s is shown in Fig. 3.7 (Cheng et al., 2007). Whilst this sorting rate is still two orders of magnitude smaller than conventional flow cytometry, the technology offers the possibility for carrying out cell sorting and identification with costs and portability that are not afforded by laboratory-based cell sorters.

Consequently, DEP has emerged as a powerful tool for size-based discrimination for microfluidic detection and sorting. Numerous applications for DEP cell (blood cells, stem cells, neuronal cells, pathogens) sorting and characterization, pathogen (bacterial and viral) detection, and DNA, protein and chromosomal manipulation are summarized in the excellent review by Pethig (2010). Given the emergence of bead-based assays to enhance
3.7 Bioparticle filtering, focusing, sorting, trapping and detection using an integrated dielectrophoretic chip. (a) Image of the setup comprising different bioparticle manipulation stages. (b) Image showing the electrodes fabricated on two glass slides, giving rise to three-dimensional effects. (c) A top view of the three different trapping electrode configuration, comprising a flower – multiple curved electrode, crescent – a semicircle electrode, and an arrowhead – a pointed electrode. (Source: Reprinted with permission from Cheng et al. (2007). Copyright 2007, American Institute of Physics.)

detection, for example, in DNA hybridization and sequencing assays (Yeo et al., 2011), we anticipate DEP will play a major role in facilitating rapid and precise bead identification and sorting in microfluidic devices. Already, it has been shown that DNA concentration and the hybridized DNA conformation has a strong influence on the crossover frequency and the effective bead hydrodynamic radius (Gagnon et al., 2009). This was exploited for trapping silica nanocolloids functionalized with oligonucleotides complementary to specific target DNA sequences for rapid microfluidic DNA identification in under 10 min. Beyond diagnostics and biosensing applications, DEP has also been used for isolating and positioning single cells in a similar manner to optical tweezers but with the advantage of design simplicity and significantly lower costs, primarily given that an expensive and complex laser is not required (Menachery et al., 2011).

3.3 Acoustics

Despite its many advantages, electrokinetic actuation technology is hampered by the necessity for external ancillary equipment such as signal generators and amplifiers, which render complete miniaturization and integration with the microfluidic chip difficult. This is further compounded by the limitation of electrolyte solutions, which may be prohibitive in certain cases, and the requirement for high voltages in some other cases. An
alternative mechanism that has demonstrated significant promise is the use of acoustic fields to drive microfluidic actuation, which has the ability to generate relatively large throughput and high pressures. Whilst fairly low voltages are required, this is however compromised by the large sizes of the piezoelectric transducers often required to generate bulk ultrasonic manipulation that do not facilitate easy integration and miniaturization. Further, the large stresses that arise from the vibration, with frequencies typically of the order of 10–100 kHz and up to 1 MHz, and, in many cases, the accompanying cavitation that ensues, inflict considerable biomolecular and cellular damage.

These limitations, however, can be circumvented with a technology that has attracted considerable traction of late – the use of SAWs (Yeo and Friend, 2009; Friend and Yeo, 2011). Since the piezoelectric substrate required could comprise the microfluidic chip itself and as the interdigital transducer (IDT) electrodes required to generate the SAW can be integrated on the substrate, there is no need for the large transducers typically used in conventional ultrasonic microfluidics. Moreover, it has been shown that the ability to access high (MHz order and above) frequencies significantly limits the amount of molecular damage caused. One further advantage is the typically low powers (≤1 W) required to drive fluid and particle actuation with SAWs, even to the point of fluid atomization, thereby allowing the entire operation to be driven using a portable driver circuit powered by camera batteries, which, together with the chip-scale substrate (Fig. 3.8a), potentially allows for complete miniaturization and integration into a truly handheld and portable microfluidic device (Yeo and Friend, 2009). Here, we briefly discuss the basic principles underlying acoustic fluid and particle actuation, and review developments in the field to date, particularly focusing on the SAW technology.
3.3.1 Basic principles of acoustic fluid and particle manipulation

A sound wave is the result of pressure or velocity oscillations that propagate through a compressible medium, and can be generated through bulk or surface vibration of solid materials. A convenient way to produce such vibration, especially at small scales in microfluidic systems, is with the use of oscillating electric fields by exploiting the electromechanical coupling afforded by piezoelectric transducers or substrates. There are primarily two broad strategies employed for acoustic particle and fluid actuation, which we describe next.

The first, generally known as acoustophoresis, exploits standing acoustic waves set up in a resonator configuration to spatially trap and move cells. The fundamental basis of the particle localization at pressure nodes/antinodes of the standing wave, and hence the ability to carry out particle separation, arises from a competition between the dominant forces acting on the particle (assuming that sedimentation and buoyancy forces are negligible), namely, the primary acoustic radiation force

$$F_a = -kE_aV_p\phi(\beta, \rho)\sin(2kx),$$

assuming a one-dimensional planar standing wave, and the drag force

$$F_d = -6\pi\mu a$$

acting on the particle of dimension $a$ and volume $V_p$, in which $x$ is the distance from a pressure node along the wave propagation axis. In the above, $k = 2\pi f/c_i$ is the wave number, with $f$ denoting the applied frequency and $c_i$ the sound speed in the fluid medium, $E_a = \rho_i^2/4 = \rho_i^2/4K_i = \rho_p^2/4\rho_p c_i^2$ the acoustic energy density of the standing wave, with $p_i$ being the pressure amplitude of the standing wave, $\beta_i$ the liquid compressibility, $K_i$ the bulk modulus, $\rho_i$ the liquid density, and

$$\phi = \frac{5\rho_p - 2\rho_i}{2\rho_p + \rho_i} - \frac{\beta_p}{\beta_i},$$

is an acoustic contrast factor in which $\rho_p$ and $\beta_p$ are the particle density and compressibility, respectively. Particles therefore aggregate at the pressure nodes for $\phi > 0$ and at the antinodes for $\phi < 0$.

The second exploits the fluid flow that results as the acoustic wave propagates through a fluid, known as acoustic streaming (Friend and Yeo, 2011).
Different acoustic streaming phenomena are observed to occur over a variety of length scales imposed by the system geometry. In a thin boundary layer of fluid immediately adjacent to the vibrating surface with a characteristic thickness defined by the viscous penetration depth \((2\nu/\omega)^{1/2}\), strong viscous dissipation of the acoustic wave gives rise to flow known as Schlichting streaming (Schlichting, 1932), which is vortical in nature due to the no-slip condition at the oscillating solid boundary; \(\nu\) is the kinematic viscosity and \(\omega\) the frequency. At the edge of the boundary layer (also known as the Stokes layer) over a length scale on the order of the sound wavelength in the liquid \(\lambda_s\) (which, in turn, is related to the excitation frequency), a steady irrotational drift flow, known as Rayleigh streaming, occurs as a consequence of the periodic recirculation in the boundary layer (Rayleigh, 1884; Manor et al., 2012). Over longer length scales \(>> \lambda_s\), the viscous dissipation of the acoustic radiation due to absorption in the fluid, whose pressure and velocity fluctuations gives rise to a time-averaged particle displacement and hence steady momentum flux (i.e., Reynolds stress), which is non-zero despite the harmonic oscillation due to the non-linear effects arising from viscous attenuation of the wave (Lighthill, 1978); the resultant flow being known as Eckart streaming (Eckart, 1948). It is not uncommon for a combination or all of the various streaming phenomena to exist together in a system, although one particular mechanism typically dominates, contingent on the system geometry. This is reflected in the flow phenomena observed, which can be remarkably distinct depending on the particular streaming mechanism that gives rise to them (Rezk et al., 2012a).

3.3.2 Bulk ultrasonic vibration

The majority of the early work on acoustically-driven microfluidic actuation was focused on the use of bulk ultrasonic transducers. These typically consisted of thin plates or membranes comprising a piezoelectric ceramic along which flexural waves (i.e., asymmetric Lamb waves) were generated, the plate/membrane thickness being a fraction of the wavelength of the flexural wave. For example, Moroney et al. (1991) and Meng et al. (2000) coated silicon nitride onto a ground plate, followed by the deposition of a thin zinc oxide layer and subsequently the aluminium interdigital electrodes. The bulk vibration that ensued then drove acoustic streaming, which due to the large attenuation length for the 1 MHz order employed, extended over a long range, typically a few centimetres from the membrane (Luginbuhl et al., 1997); as such, the device can also be used for mixing applications (Yaralioglu et al., 2004). Nevertheless, these flexural wave pumps are not as efficient compared to the SAW fluid actuation which we discuss in the next section, with larger powers required, and one to two orders of magnitude...
lower in the velocity (typically up to 100 μm/s) that can be produced, even when focusing electrodes are employed (Meng et al., 2000).

In a similar manner, it is also possible to exploit substrate vibration to depin contact lines, and to drive droplet motion in open microfluidic platforms. In the former, a contact line hysteresis condition for a drop subject to vibration was derived in which the depinning was dependent on the vibrational acceleration (Noblin et al., 2004); in other work, the drop could be shown to spread under 1 MHz order piston-like thickness mode vibration of the underlying substrate, which induced a boundary layer streaming flow that endowed an additional surface force at the contact line (Manor et al., 2011). In the latter, a flexurally vibrating beam was employed by Alzuaga et al. (2005) on which different modes were excited in order to translate the drop between nodal locations.

Ultrasound-induced bubble oscillation can also be exploited to induce oscillatory flows, particularly useful for micromixing, or to facilitate nucleic acid transfection across cell membranes (i.e., sonoporation), even to the point of cell lysis (Ohl et al., 2006). In these cases, the bubbles are sonicated at resonance (typically kHz order) to induce a strong flow known as cavitation microstreaming that arises as the sound energy is dissipated due to the fluid viscosity in a boundary layer surrounding the bubble (Nybom, 1958). Pumping flows of around several mm/s can be achieved, for example, with multiple bubbles housed in a cavity array, and can be used to drive micromixing (Tovar and Lee 2009) or even cell sorting (Patel et al., 2012). More examples of the use of bubble oscillation in microfluidics can be found in the review by Hashmi et al. (2012). Whilst relatively fast flows with reasonable throughput on the order of 100 μL/min and efficient mixing can be generated using bubble-based microfluidic actuators, difficulties associated with generating, trapping and maintaining the stability of bubbles is a common problem that has yet to be adequately resolved, in addition to limitations arising from molecular/cell lysis due to cavitation damage that can be undesirable in bioapplications other than gene transfection.

Much more progress has been observed on the acoustophoretic front, on the other hand, in which ultrasonic standing waves are employed to focus particles onto nodal lines for cell sorting (Harris et al., 2005), colloidal filtering (Hawkes and Coakley, 2001) or particle switching (Manneberg et al., 2009) applications. Particles can also be separated based on size by exploiting the discrepancy in the size scaling between Equations [3.18] and [3.19] and hence the dependence of the particle migration time on the particle dimension (larger particles aggregate more quickly compared to smaller ones); such fractionation is more specifically known as free-flow acoustophoresis when conducted in a continuous flow system with the particles being driven orthogonally to the flow. Other design variations have also been investigated, for example flow splitting (Johnson and Feke, 1995) and frequency
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switching (Liu and Lim, 2011). Two vastly different particle species can also be separated given that the acoustic radiation force switches directions between positive and negative contrast factors in Equation [3.20] – a property that was exploited for separating lipids from red blood cells (Petersson et al., 2004). The reader is referred to Laurell et al. (2007) for a more detailed discussion on acoustophoresis and its applications.

3.3.3 Surface acoustic waves (SAW)

Nanometre amplitude surface vibrations on a substrate in the form of Rayleigh waves offer an attractive and arguably superior alternative for microfluidic actuation compared to bulk ultrasound. The energy localization of these SAWs on the substrate and their efficient coupling into the fluid allows fluid actuation to be carried out with significantly lower dispersive losses, and hence the power requirement to drive comparable fluid actuation to that generated by bulk acoustics is significantly less, by one to two orders of magnitude, therefore offering the possibility for battery-powered operation, which, together with the chip-scale SAW device in Fig. 3.8a, enables attractive miniaturization possibilities (Yeo and Friend, 2009). Further, the low powers, together with the higher frequencies accessible with the SAWs, 10 MHz and above, have been found to suppress shear or cavitation damage on molecules (Qi et al., 2010), thus making them attractive for bioapplications.

The SAW can be generated on a piezoelectric substrate by applying a sinusoidal electrical signal to IDT electrodes patterned on the substrate, whose finger width d determines the frequency f of the SAW and hence its wavelength $\lambda_{SAW}$, i.e., $f = c_s / 4d = c_s / \lambda_{SAW}$. As illustrated in Fig. 3.8b, the coupling of acoustic energy into the fluid to drive Eckart streaming (Section 3.3.1) then arises from the diffraction of the SAW front in the presence of the fluid, which leads to leakage of the energy into the fluid at the Rayleigh angle, defined as the ratio between the sound speed of the Rayleigh wave on the substrate $c_s$ to the speed of sound in the fluid $c_t$, i.e., $\theta_R = \sin^{-1} (c_s / c_t)$. In addition to the recirculation within the fluid, the acoustic radiation pressure also imparts a force at the interface, that together with the momentum transfer to the interface due to Eckart streaming, imparts a body force on the drop whose horizontal component causes it to translate in the direction of the SAW. Similarly, the elliptical retrograde motion of solid elements on the substrate as the SAW traverses underneath the drop also induces Schlichting and Rayleigh streaming, which has been shown to pull out a thin front-running wetting film in the opposite direction to that of the SAW propagation (Manor et al., 2012; Rezk et al., 2012a). In the same way that ultrasonic standing waves and acoustic streaming can be exploited to drive microscale fluid actuation and particle manipulation, we provide a short
discussion of the use of SAWs for this purpose and their associated applications. For a more detailed discussion on SAW microfluidics, see, for example, Friend and Yeo (2011).

**SAW particle manipulation**

Acoustophoretic manipulation can also be carried out using standing SAWs in a similar manner to bulk ultrasonic standing waves (Section 3.3.2). The standing wave, in the SAW devices, however, arises when diffraction of the SAW from the substrate into the liquid (Fig. 3.8b) generates sound waves in the liquid bulk that reflects off the walls of the microchannel (often fabricated from polydimethylsiloxane (PDMS) and placed on top of the SAW substrate). Depending on the channel dimension and the sound wavelength in the fluid, the particles then aggregate along one or more pressure nodal (or antinodal) lines along the channel. Conventionally, the IDTs are placed perpendicular to the channel and hence flow direction (Shi et al., 2008) to achieve linear focusing and subsequent separation/sorting, for example, by size, compressibility or density (Nam et al., 2012). In addition, the IDTs can also be arranged orthogonally at two lateral sides of a square chamber to obtain two-dimensional patterning (Shi et al., 2009). A discussion on the use of these devices as ‘acoustic tweezers’ for cell manipulation is given by Lin et al. (2012).

In addition, the nodal and hence particle positions can also be shifted along the axis of the standing wave by shifting the relative phase between the input IDT signal (Meng et al., 2011; Orloff et al., 2011). Particle alignment and sorting can also be carried out using IDTs placed at the ends of the channel such that the SAW propagates along the channel axis (Tan et al., 2009a). One advantage of this configuration is the ability to alter between fluid pumping and particle focusing simply by switching the frequency from the fundamental mode to a higher harmonic (Tan et al., 2010).

**SAW fluid actuation and manipulation**

SAW particle aggregation, trapping, patterning and separation is typically carried out at low input powers, considerably below 1 W, where the SAW displacement amplitude and velocity are relatively small, on the order of 0.1 nm and 0.01 m/s, respectively, such that the streaming is weak in order to avoid dispersion of the particles. At these low powers, other particle patterning phenomena are also observed, for example, those that form on the nodes or antinodes of capillary waves induced on the free surface of drops vibrated by the SAW excitation (Li et al., 2008).

At moderate power levels (approximately up to 1 W), it is possible to dispense and transport drops (Renaudin et al., 2006). For example, sessile drops
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can be translated on the substrate when the acoustic radiation pressure and acoustic streaming results are sufficient to impart momentum transfer to the interface to overcome the pinning of the contact line (Brunet et al., 2010). This was shown for a variety of applications in open microfluidic systems such as polymerase chain reactions (Wixforth et al., 2004), bioparticle sampling, collection and concentration (Tan et al., 2007), scaffold cell seeding (Li et al., 2007a), and protein unfolding (Schneider et al., 2007). In addition, SAW droplet manipulation, such as mixing and particle concentration as well as sensing, has also been combined with electrowetting to enhance drop manipulation operations such as drop positioning and splitting (Li et al., 2012).

At these powers, the SAW can also be used to drive strong convective flows both within the drop and in channels. For example, it is possible to break the planar symmetry of the SAW to drive azimuthal recirculation in a drop or a microfluidic chamber to generate a rapid microcentrifugation effect (Li et al., 2007b; Shilton et al., 2008). This was used for example for inducing rapid and chaotic mixing (Shilton et al., 2011) (Fig. 3.9a), which can be used to enhance chemical and biochemical reactions (Kulkarni et al., 2009, 2010), or for particle concentration/separation (Fig. 3.9b). It is also possible to sort two particle species based on size in this microcentrifugation flow by exploiting the discrepancy in the scaling between the acoustic radiation force and the drag force exerted on the particle (Equations [3.18] and [3.20]): from a balance between these two forces, it is then possible to derive a frequency-dependent crossover particle size (which, in certain respects, is an analogue to the dielectrophoretic crossover frequency in Equation (3.15)) below which the drag force dominates to drive smaller particles to the centre of the drop and above which the acoustic force dominates to drive larger particles to the periphery (Fig. 3.9c) (Rogers et al., 2010). Finally, the drop rotation can also be used to spin 100 μm–10 mm thin SU-8 discs on which microfluidic channels and chambers can be patterned, as a miniaturized counterpart to the Lab-on-a-CD (Madou et al., 2006) for centrifugal microfluidic operations; unlike the Lab-on-a-CD, however, the SAW miniaturized Lab-on-a-Disc (miniLOAD) platform does not require a laboratory bench-scale motor, as the SAW can be driven using a portable driver circuit (Fig. 3.8a), therefore constituting a completely handheld microfluidic platform (Fig. 3.10) (Glass et al., 2012).

SAW streaming has been demonstrated for fluid actuation in PDMS channels placed atop the substrate (Masini et al., 2010), in channels ablated into the SAW substrate (Tan et al., 2009a), and even on paper (Rezk et al., 2012b). In addition, it was also shown that the SAW can be used to deflect the interfaces of co-flowing streams for directing emulsion droplets (Franke et al., 2009) and sorting cells (Franke et al., 2010). Whilst the body of earlier work was carried out in open microchannels, which have severe limitations
3.9 (a) The images in the top row show mixing of a dye due to pure diffusion without the action of the SAW, whereas the images in the bottom row show effective mixing under chaotic flow conditions driven by the SAW with an input power of ~1 W. (Source: After Shilton et al. (2011).) (b) Concentration of particles in a 0.5 µL drop via drop rotation induced by acoustic radiation due to the SAW. (Source: After Shilton et al. (2008).) (c)–(e) Separation of pollen and synthetic particles. (Source: After Rogers et al. (2010).) (c) Prior to the application of the SAW, the pollen and synthetic particles were suspended homogeneously throughout the entire quiescent drop. (d) After 3 s of applying the SAW, the pollen particles appear to concentrate in the centre of the drop and are hence separated from the synthetic particles, which tend to concentrate along the periphery of the drop. (e) The two species remain separated even after removal of the SAW and when the drop is fully evaporated after 1 min.

due to evaporation and possible contamination, recent work has focused on fluid actuation in a closed PDMS microchannel loop (Schmid et al., 2012) although the efficiency of the pump remained modest as a consequence of the strong absorption of the acoustic energy by the PDMS channel placed atop the SAW substrate. A way to circumvent this limitation was proposed by Langelier et al. (2012), in which a glass superstrate housing the microchannel was directly bonded to the SAW substrate using UV epoxy; alternatively, an SU-8 glue layer can also be used (Johanssen et al., 2012). Importantly, it was shown that the SAW is retained at the interface between the substrate and superstrate. This is in contrast to previous uses of a superstrate, first proposed by Hodgson et al. (2009), in which a fluid layer between the SAW substrate and the superstrate was employed to couple the
3.10 (a) Image and (b) schematic depiction of the miniLOAD platform comprising a 10 mm diameter SU-8 disc on which microchannels with a variety of designs ((c)–(e)) are fabricated to demonstrate capillary valving, micromixing and particle concentration/separation on a miniaturized centrifugal platform. The disc rotation is driven by coupling an asymmetric pair of SAWs into the fluid underneath the disc. (Source: Reprinted with permission from Glass et al. (2012). Copyright 2012, Wiley.)

acoustic energy into the latter, resulting in a Lamb wave on the superstrate. Nevertheless, it was shown, that it is possible to achieve similar fluid actuation and particle manipulation on the superstrate through Lamb wave excitation, albeit at a cost of considerably lower efficiency. Regardless, the use of a superstrate remains attractive since the microfluidic operations can be carried out in conventional silicon-based materials, which are considerably cheaper, thus allowing the option of disposability. Bourquin et al. (2010) later showed that it was possible to pattern periodic arrays of holes or posts in the superstrate to form a phononic crystal lattice that acted as a bandgap
to drive similar azimuthal recirculation to that discussed for a drop above, or to filter, scatter, reflect or focus the Lamb wave. This was employed for the development of a biosensor platform for the concentration of beads labelled with antibodies onto surface sites for subsequent binding and fluorescent detection (Bourquin et al., 2011).

At higher power, above 1 W, it is possible to drive sufficient interfacial deformation of a film or a drop to extrude fluid jets (Tan et al., 2009b; Bhattacharjee et al., 2011) or to drive atomization (Qi et al., 2008). Given that a monodispersed distribution of 1–10 µm aerosol droplets can be formed in the latter without requiring nozzles or orifices, the latter is particularly useful for pulmonary drug delivery (Qi et al., 2009), especially the next generation of therapeutic agents such as DNA, peptides and proteins, in a miniaturized portable platform for point-of-care therapeutics and personalized medicine. A significant advantage of the SAW pulmonary delivery platform over conventional nebulizers is the ability to preserve the viability of the drug, particularly shear-sensitive molecules such as DNA and peptides. In addition to drug delivery, the SAW atomization platform has been shown to be an efficient ionization source for microfluidic mass spectrometry interfacing (Heron et al., 2010; Ho et al., 2011). The atomization of polymer solutions using the SAW is also a rapid technique for template-free polymer patterning for microarray applications (Alvarez et al., 2008a) as well as for synthesizing 100 nm dimension protein and polymer nanoparticles (Alvarez et al., 2008b; Friend et al., 2008) within which drugs can be encapsulated (Alvarez et al., 2009). This was more recently extended to synthesize nanocapsules of complementary polyelectrolyte layers for DNA encapsulation, as an example of tunable controlled release delivery (Qi et al., 2011).

3.4 Limitations and future trends

Microscale and nanoscale fluid actuation and particle manipulation comprises the underpinning technology which enables a revolutionary field that could potentially provide innovative solutions for chemical and biological applications by performing tasks much faster, cheaper, with considerably less reagent volume, and ideally more easily – tasks that include DNA amplification by polymerase chain reaction, chemical synthesis, proteomics, and point-of-care diagnostics, among others (Robinson and Dittrich, 2013). Yet, the primary limitation that besets this enabling technology is at present posing a severe bottleneck in the development of true integrated and miniaturized devices for these applications: the inability to scale down and incorporate compact and efficient fluid actuation and particle manipulation with the rest of the microfluidic operations on the chip device. Whilst bench-scale capillary pumps and ancillary equipment such as amplifiers, signal generators, lasers, transducers and motors are adequate in driving reasonably
fast and efficient fluid actuation in a microfluidic chip for demonstrative purposes, such large and cumbersome components, and the difficulties of incorporating them on the chip, are impracticable when true portable functionality – the underlying motivation for adopting microfluidics in many applications – is desired.

Beyond miniaturization, another considerable challenge that has yet to be overcome is actuation efficiency. At present, the best fluidic actuation technologies that can be incorporated onto a chip, although not without their own challenges, are not comparable with their macroscopic counterparts in terms of efficiency. Electrokinetic and acoustic pumps, for example, have the ability to generate fast flow rates, but cannot match capillary pumps as far as the pressures that can be generated are concerned. Particle and cell manipulation schemes have sorting efficiencies and throughputs that are well below those achievable with conventional fluorescent activated cell sorting (FACS) technology, often by over two to three orders of magnitude. Further, long-term reliability of microfluidic actuation technology has yet to be demonstrated. Another challenge that has yet to be widely addressed is chip automation and control – without which the device would be inoperable by an untrained user, thus defeating the goal of the ‘Lab on a Chip’ for point-of-care use and rendering the device closer in concept to a ‘Chip-in-a-Lab’.

With continued advances in the research and development in microscale fluid actuation, we nevertheless believe that these challenges can be overcome. It is our opinion, however, that the solution may not necessarily lie with a single technology, but rather by combining several complementary technologies such that the limitations of a particular technology may be overcome with the strengths of another. An example of such that has already been demonstrated is the combination of fast, long-range electroosmotic convection and precise, short-range trapping offered by DEP. We anticipate further technology combinations in the future, especially cross-platform technologies such as the integration of acousticfluidics and electrokinetics.

Nanoscale actuation is another exciting area in which we foresee further growth given the promise for nanofluidic platforms (Mukhopadhyay, 2006; Napoli et al., 2010; Piruska et al., 2010), in particular for single molecule manipulation and sensing. Considerable work has been undertaken to date to elucidate mechanisms that govern nanoscale transport (Rauscher and Dietrich, 2008; Schoch et al., 2008; Chang and Yossifon, 2009; Sparreboom et al., 2009; Zhou et al., 2011) and we anticipate their widespread translation into practical technology in the near future. Nanofluidic actuation, nevertheless, faces similar, if not more challenging, hurdles to those encountered by its microfluidic counterpart, most importantly in practical device integration, given the additional complication of dealing with the micro/nano interface.
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