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Introduction:

m co’grc.:ommodity machines are
fAative fer many high
anNce computing applications.

ash CSSE commissioned the
mi Cluster for the purpose of

rURRIRNENarges parametric simulations.

This presentation discusses background
Issues, and some of the experience acquired
In porting and running large simulations on
this system.
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-' g‘npui:er Limitations:

N .
XPEnsive, tnafifierdable for small or
lzedl research projects.

High periermance usually results from
Specialised vector processing hardware.

Performance on jobs which do not vectorise
efficiently’ can be mediocre and uncompetitive
against cheaper machines.

What are the alternatives ?
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; NOW PoPC:

- CIuster of Workstations
N ork of Workstations

PoPQ@nIe of PCs

Utilise inexpensive commodity processor and
highi speed switch hardware.

Aggregate CPUI cycles and RAM size can be
competitive against supercomputer category
machines.
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’ﬂ/‘o Parallelise ?

Parallel@’i@jvectorlsmg compilers.

Codethe application from the outset for
distribuited processing on COW/NOW/POPC.

Utilise parametric processing tools.
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_e;ric.Gomputing:

| -
%itable ferproplems where a single program

,. xecuited repeatedly with different
"~ initial c%mons.

Each@J inithe' COW/NOW/PoPC runs an
Instance eirthe program with a different set
of initial conditions.

Sequential execution on a single very fast
CPU replaced by parallel execution on many
not so fast CPUs.
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gools- Clustor:

romytihe Nimrod parametric

ised in the United States.

Porte Intel/Linux, SPARC/Solaris, MIPS/IriXx,
PowerPE AN HP-PA/HPUX, Alpha/DU, Intel/NT.

Root node emulates a gaggle of “robot users”
who eachi execute a job on a client node, each
job has unique runtime parameters.

Transparently parametrises command line or file
arguments at job runtime.
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25h PPME Cluster-:
_—

aﬁtrit Modelling Engine
ViseiiprAtugust 1998 at Clayton CSSE

53 MIFZ"P=I1 root node (Linux), 10 x
z P-I1 client nodes (Linux/NT).

Upg@d early' 1999 with 4 x dual 500 MHz
P-TI1 clientinodes.

Linked to Caulfield cluster with 16 x dual 350
MHz P-III client nodes.

Currently 60 x Pentium CPUs, 5.8 GB RAM,
180 GB Disk, 2 x 100 Mbit/s switches.
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; o’ ill|'iﬂl!gtion-Problem:

¢ MobilesNetworks with thousands of

Need t ore acheivable network

performence at different microwave
freguencies, tinder different weather
conditions.

Must consider local tropospheric refraction
and propagation impairments.

Must analyse global network performance.
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; Ipr@m Issues:
Wber of simulations ~ 1000
Each si @ion has up to 5 initial conditions.

Eachpsifiiulation job ~8-72 hrs on P-I1/1I1

Managinggsimulation activity is difficult.
Sorting results' and postprocessing difficult.
Classical parametric computing problem.
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daptation to Clustor:

1 ﬁtivit?'aisplay for client nodes.
aNiorm, EreeBSD/Irix versions to

est and validate simulation

resultssen

Incerpoeratefjournalling and restart facilities.
Write and debug Clustor “Plan Scripts”.

Set up directories for results.

Map out parameter space for simulations.
Test runs to debug and validate operation.
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; djvar.ealssues
%nd Client node hardware reliability
' very high.

Client neaEswWap space sizing.

Client node Memory: sizing to preclude
SWapping.

Hardware must be stable.
Network must be stable.
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2uing System Issues:

reI|ab|I|ty and stability not
ftheroot noede, although
ate for client nodes.

N an /1P stack integrity was the
Pigg ce off difficulty, proved to be

unreliaple under heavy I/0 load.

The root node’s operating system is the
single point of failure for the whole cluster
and it must have exceptional reliability and
Integrity.

TurboLinux more suitable for root node OS.
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entending users, large jobs
tendeﬁﬁ) displace small jobs, penalising light

users -> “€luster Hogging”.

Monash developed a background scheduler
scheme using the Unix nice facility.

Jobs are periodically reniced by cumulative
run time to favour shorter running jobs.
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#" : 'mulatio Strategy:
;. e gy
sl s -

e parameter space into blocks to avoid
FURS W lgst’longer than 1-2 weeks.

Use clistertoolseti to regenerate runs after

crashes.

Ensure results are properly organised to avoid
redundant job execution.

Maintain a status chart to follow progress.
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: n_;ulalaen Results:

«Uﬂ&- ceessfl project.

9% % meter space covered by

Simtl

PPME cluster allowed much more ambitious
simulation effort than originally planned 2
years ago.
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g SuUmmary:
ﬂ‘ a »
enashrPPME== Parametric Supercomputer.
em Jlementation Cost ~ A$100K.

Commoﬁﬂ’entium IT/11T CPU hardware.

PUBII main Operating System.
Commodity 100 Base T switches.
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