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Abstract

Wireless sensor network (WSN) is currently one of the most promising areas in the
field of information and communication technologies (ICT). This new technology has
unlimited potential for numerous applications in different areas, including environ-
mental research, medical application, military, transportation, entertainment, crisis
management, homeland defense, and smart spaces. However, several constraints of
the sensor nodes are the main obstacles for designing efficient protocols for WSNs.
The major constraints of WSNs include energy consumption severity, low quality of

communication, limited computational resource, and scalability.

In developing various application protocols for WSNs, such as data collection and
dissemination protocols, routing protocols, security or synchronization protocols, var-
ious researchers have focused primarily on reducing the aforementioned constraints
of WSNs. So far, their approaches tend to focus on developing protocols first, and
then to use them on different topologies to implement the protocols. This thesis, how-
ever, proposes a novel approach for protocol design paradigm. To contend with the
constraints of WSNs, this thesis argues to develop the logical topology before the pro-
tocols are designed, because logical topology inherently defines the logical structure
and the communication abstraction among the sensor nodes, and thus logical topo-
logy governs protocol design. An optimized logical topology facilitates the ability of
designers to design efficient protocols, which allow the sensors to communicate with
each other with little overheads, lower energy consumption, longer lifetime of sensor
nodes, and reduced latency. It is thus more intuitive to approach the constraints-
minimizing problem of WSNs from the topological point of view. Moreover, the
use of logical topology is inevitable when the sheer number of sensor nodes, their
unattended deployment, and hostile environment preclude reliance on physical con-
figuration or physical topology. In such circumstances, designers need to rely only
on the logical topologies. Hence, this thesis aims to design an efficient logical topo-

logy /structure, with which other application protocols can be designed.

vi



vii

Starting with a discussion on the influences of logical topology on different con-
straints of WSNs, this thesis proposes how sensor nodes should be connected and
managed in an efficient way, so that the WSNs are able to provide the services re-
quired by the users, and at the same time overcome different constraints. A hierar-
chical multi-chain oriented logical topology is proposed. This topology exploits the
advantages of chain oriented topology, and at the same time, overcomes the prob-
lems of chain oriented topology. The proposed logical topology restricts the sensors
to communicate only with their successive nodes along the chains, which saves vast
energy, and thus helps to lengthen the lifetime of sensor networks. To make the pro-
posed logical topology more efficient, three adaptations to the basic multi-chain ori-
ented topology are proposed and designed. These adaptations are i) scheduling the
chain members, ii) creating localized chains, and iii) collecting data by employing
mobile data collectors. The first adaptation proposes a scheduling method, which al-
lows a considerable number of deployed sensors to be turned off by sacrificing only
a negligible amount of coverage area. The second adaptation proposes a localized
chain construction method using Voronoi tessellation technique. This scheme not only
saves energy, but also reduces interference in the network. The third and final adap-
tation describes an efficient data gathering scheme, which conserves energy, provides
network connectedness, and reduces latency. Extensive simulation experiments are

performed to evaluate the performance of each of the adaptations.

Furthermore, to test the proposition on logical topology, a number of application
protocols are designed using the hierarchical structure and the communication ab-
straction of the proposed logical topology. All the applications, one for data collection,
one for data dissemination, and the other for data transfer in WSNs, show promising

results in respect of energy consumption, network lifetime, as well as latency.



Abbreviations

BS Base Station

CH Cluster Head

CHIRON  Chain-based Hlerarchical ROutiNg protocol

CL Chain Length

COSEN Chain Oriented SEnsor Network

EBCRP Energy-Balanced Chain-cluster Routing Protocol
ECR Energy-efficient Chain-cluster Routing protocol
ED Event Detection

GAF Geographical Adaptive Fidelity

LEACH Low-Energy Adaptive Clustering Hierarchy
MDC Mobile Data Collector

MREF Maximum Residual Energy First

MTE Minimum Total Energy

PEAS Probing Environment and Adaptive Sleeping
PECAS Probing Environment and Collaborating Adaptive Sleeping

PEGASIS  Power-Efficient GAthering in Sensor Information Systems
SDMA Spatial Division Multiple Access
SecCOSEN  Secured Chain Oriented SEnsor Network

SPE Spatial Process Estimation

SPIN Sensor Protocol for Information via Negotiation
TTL Time To Live

VD Voronoi Diagram

WSN Wireless Sensor Network

viii



Contents

[Abstract

[Abbreviations

[List of Figures|

(1.2.1  Topology and energy consumption. .

(1.2.2 Topology and network capacity|. . . .

[L.3  Objectives of the Thesis|. . . . ... ... ...

[I.4 Research Scope of the Thesis|. . . . . ... ..

[L.6 Thesis Organization|. . . . . ... .......

2 Background|

2.3  Requirementsof WSNs|. . . . . ... ... ..

2.4 Design Challenges and Constraints of WSNs|

ix

vi

viii

XV

XX

10
13
14

16

17



Contents X

2.5 System Model and Assumptions| . . . ... ... ... .. ... .. ... . 25
2.6 A Review of Evaluation Criterial. . . . . ... ................ 27
2.6.1 Evaluation measures related to energy usage| . . . . . .. ... .. 27
2.6.2 Evaluation measures related to lifetime of networkl . . . ... .. 28
[2.6.3 Evaluation measures related to scalability|. . . . . ... ... ... 29
2.6.4 Evaluation measures related to overhead and etficiency|. . . . . . 29
2.6.5 Temporal evaluation criteria| . . . ... ... ... .. ..... .. 30
[2.6.6  Other performance evaluation measures| . . . ... ... ... .. 30
[2.7  Descriptions of Different Topologies of WSNs|. . . . . . ... ... .. .. 31
2.7.1  Flat/Unstructured topology|. . . . . .. ...... ... .. ... ... 31
2.7.2  Cluster based topology| . ... .................... 35
2.7.3  Chain oriented topology| . . . . . . ... ... .. ... .. .. 39
.74 'Treebased topology| . . ... ... . ... . ... . .. 00 41
2.8  Comparison of Different Topologies| . . . ... ... ... ... ...... 42
2.8.1 'Topology comparison based on energy efficiency| . .. ... ... 42
[2.8.2  Topology comparison based on reliability| . . . . .. .. ... ... 45

2.8.3 Topology comparison based on scalability and self-organization|. 46

2.8.4 ‘Topology comparison based on data latency| . . .. ... ... .. 48

[2.8.5 Topology comparison based on overhead and efficiency| . . . . . 49

2.8.6 Topology comparisonsataglancel . .. ... ............ 50

29 Summary|. . . ... 51

{3 Multi-Chain Oriented Logical Topology| 52
BI Preamblel . . . . ... .. 52
[3.2  Considerations for Topology Design| . . . . ... .............. 53
B.2.1 Hierarchical structurel . . . . ... ... ... ... .. ..... .. 53

3.22 Resource oriented considerations|. . . . . ... ... ... ..... 54




Contents xi

B.2.4 Data oriented considerations| . . . .. ... ............. 56
B.2.5 Architecture oriented considerations|. . . . . .. ... ... .. .. 57
3.2.6 Network management considerations| . . . . .. ... ....... 58

[3.3  Different Existing Chain Oriented Topologies| . . . . . . ... ... ... .. 59
[3.4 Description of the Proposed Topology Construction| . . . . . . ... ... 62
[3.4.1 Basic structure of the proposed logical topology| . . . . ... ... 63
3.4.2  Different phases of the proposed topology| . . . ... .. ... .. 64
3.4.3 Chain construction algorithm for the proposed topology| . . . . . 66
B.44 leadernodesselectionl. . ... .................... 68
3.4.5 Design issues of the proposed logical topology|. . . . .. ... .. 71
3.4.6 Communication abstraction of the proposed topology|. . . . . . . 81

[3.5 Network Management Architecture of the Proposed Topology| . . . . . . 83
B.5.1 Faultdetection| .. ......... ... ... ... .. ..... 86
3.5.2 Performance management|{. . . . ... ... ............. 88
3.5.3  Security management| . ... ... .. ... ... ... ... 89

[3.6 Performance Evaluation of the Proposed Topology|. . . . . .. ... ... 89
3.7 Summary|. . ... ... 92
@ Chain Member Scheduling] 94
M1 Preamblel . . . .. ... ... ... 94
4.2 Existing Node Scheduling Algorithms| . . . .. ... .. ... ... .. ... 96
4.2.1 Communication-based node scheduling algorithms| . . . . . . .. 97
#4.2.2  Coverage-based node scheduling algorithms . . . . . ... .. .. 97
4.2.3  Requirements for an improved scheduling algorithm| . . . . . .. 98

4.3 Definitions and Problem Statementi . . . . . ... .............. 100
.4  Description of the Proposed Algorithm| . . . .. ..... ... .. .... 103

4.4.1 Designing consideration of the proposed node scheduling algo- |




Contents xii

4.4.2 Identitying node selection criteria| . . . .. ... ... .. ... .. 104
443 Nodeschedulingrules . . . .. ... ... ... ... ... ... 106
.44 Applying node scheduling rules to select sensor nodes| . . . . . . 107

4.4.4.1 Shared sensing region calculation| . . . . ... ... ... 109

4.44.2 Estimate maximum shared sensing region (&) value| . 111

4.4.5 Adoption of node scheduling algorithm|. . . . . . ... ... ... 113
#4.4.6 Scheduling states and transitions| . . . . . ... ... ... .. ... 113

4.5 Mathematical Analysis| . . . .. ... ... ... oo o000 115
4.6 Experimental Results| . . . . ... ... ... .. .. ... ... .. ... 116
(.7 Summary|. . . .. ... 121
[5  Voronoi Diagram Based Chain Construction| 123
b1 Preamblel . . . .. ... 123
0.2 Motivation for the Creation of Localized Chains . . . . . ... ... ... 124
.3 Existing Localized Topology Related Works| . . . . . ... ... ... ... 126
[5.3.1  Existing protocols for controlling localized topology|. . . . . . .. 126
[5.3.2  Existing protocols for localized chain creation| . . ... ... ... 127
.3.3 Requirements for improved localized chains| . . . . .. ... ... 130

[5.4 Description of the Tessellation Technique Used| . . . . . . ... ... ... 130
[5.5 Description of the proposed Chain Construction Scheme| . . . . . . . .. 132
B.5.1 Tentative leader selection| . . . .. ... .. ...... .. ..... 132
B©.5.2  Voronoicell construction| . . . . . ... ... oL 133
0.5.3  Voronoi cell management| . . . . . ... ... 0oL 136
5.5.4 Constructing a chain inside a Voronoicelll . . ... ... ... ... 136

[>.6 Analysis and Simulation Results| . . . ... ... ... ... .. ...... 138
p.6.1 Simulation environment and parameters| . . . ... ... ... .. 139
B.6.2  Simulationresults] . . ... .. ... ... 140

p.7 Summary|. . ... ... 144




Contents xiii

[6 Data Gathering using Mobile Data Collectors| 145
6.1 Preamblel . . . ... ... ... 145
[6.2  Different Data Gathering Techniques Used in WSNs| . . . . . . .. .. .. 147
[6.3 Motivations for the Proposed Data Gathering Scheme| . . . . . . . .. .. 148
[6.4 Proposed Data Gathering Scheme|. . . . . . ... ... ... ........ 150

{.4.1 Terminologies and definitions|. . . . . ... ... .. ... ... .. 150
(6.4.2 Assumptions| . . . ... ... ... 152
[6.4.3 Overview of the proposed scheme| . . . . . ... ... . ... ... 152
[6.5 Detailed Description of the Proposed Scheme| . . . . . . . ... ... ... 155
[6.6  Analysis and SimulationResults| . . . ... ... ... .00 000 161
[6.7 Summary|. . ... ... 166

[7  Application Protocols Using the Proposed Topology| 167
[Z1 _Preamblel . . . .. ... ... ... 167
[7.2 Protocol 1: Key Management Protocol (Data Dissemination Protocol)| . . 169

[7.2.1 Key Management Processin WSNs| . . . . ... ... . ... ... 169
[7.2.2 Existing works for the key management process| . . . . . ... .. 170
[7.2.3  Overview of the proposed key management protocol . . . . . . . 172
[7.2.4  Detailed description of the proposed key management protocol| . 173
[7.2.5 Analysis and simulationresults|. . . . . ... ... .. ... 0. 178

73 Pr 1 2: Data Transfer Protocoll. . . . . ... ... ... ... . ... 182
[7.3.1  Existing protocols for data transfer|. . . . . ... .. ... ... .. 183
[7.3.2  Proposed data transfer protocoll. . . . . ... ... .. 000 186
[7.3.3  Analysis and simulationresults|. . . . ... ... ... ... ... 188

[74 Summary|. . . .. ... 191
8__Conclusion| 193




Contents

xiv

198

200

227

228



List of Figures

ered to the base station/gateway using best routing path.|. . . . . . . .. 2

2

Communication graph and logical topology of WSN. (a) Communica- |

tion graph shows all available communication links among the sensor |

nodes; and (b) Logical topology is created by selecting a set of edges |

| from the communication graph.|. . . . ... ... ... ... 0L 3
[L.3  Topology and energy consumption.| . .. .................. 6
[I.4  Conficting wireless transmission.| . . . . . . ... ... .. ... ...... 7
(1.5 Topology and network capacity|. . . . ... ... ... ... 0L 9
[2.1  Architecture of a typical sensornode,| . ... ... ... ... . ..., 19
2 Asystemmodel of WSNs| . . . ... ... .. ... ... ...... 26
[2.3  Flat topology architecture| . . . . . ... ... ... .. ... .. 0 .. 33
[2.4 Cluster based topology architecture| . . . . ... ... ... ..., ... 36
[2.5  Architecture of chain oriented topology (used in PEGASIS),| . .. .. .. 40
2.6 Tree based topology architecture| . . . . ... ... ... ... ... ... 42
[2.7 Communication patterns for different topologies of WSNs| . . . . . . .. 43
[3.1 Uneven energy dissipation by sensornodes| . . ... ... ........ 57
3.2 PEGASIS protocolchain.|. . . . ... ...... .. .. ... ...... 60
[3.3  Types of chains - simple chain and complex chain| . . . . ... ... ... 63
[3.4 A sample model of the proposed topology,| . . .. ... ... ....... 64
[3.5 Timeline of the proposed topology. . . . . . ... ... ... .. ...... 65
[3.6  Transitions of different phases of the proposed topology| . . . .. .. .. 65

XV



LIST OF FIGURES xvi

[3.7 Chain construction algorithm.| . . . . .. ... ... ... ... 00 L. 67
[3.8 Link exchange. Crossed links are replaced by new links| . . . ... ... 68
[3.9 Normalized total system energy dissipated versus the percent of nodes |
[ thatarechainleadersl. . . . . .. ... ... ... . o o L 73
[3.10 Total energy spent vs. percent of expired sensor nodes in a chain when |
[ thechainisreconstructed] . . .. ..................... .. 74
[3.11 Network litetime vs. percent of expired sensor nodes in a chain when |
[ thechainisreconstructed] . . .. .................. ... .. 75
[3.12° Time required vs. percent of expired sensor nodes in a chain when the |
[ chainisreconstructed] . . . ... ... ... Lo L oo 75
[3.13 Leader selection time vs. total energy dissipation.| . . . ... ... .. .. 76
.14 Leader selection time vs. network lifetime . . ... ............ 77
[3.15 Leader selection time vs. time required.| . . . .. ... .. ... ... ... 77
[3.16 Three-layered hierarchical multi-chain oriented topology,|. . . . . . . .. 80
[3.17 Timing differences between two-layered and three-layered chains.|. . . . 81

[3.18 Energy consumption differences between two-layered and three-layered |

| chainsd . . . . . . . 81
B.19 Communicationsinachainl . . . . . ... . ... ... ... .. ... ... 82
ication from the BS to the member nodes of a chain. . . . . . . 84

[3.21 Different entities of the network management scheme for the proposed |

topology| . . . . . ... 86

[3.22 Total energy consumption comparison among LEACH, PEGASIS, COSEN |
and the proposed topology.| . . . ... ... ... .. ... ... .. .. 90

[3.23 Lifetime comparisons among PEGASIS, COSEN, and the proposed topo- |
- dogy|. ..o 91
[3.24 Latency comparison between PEGASIS and the proposed topology| . . . 92

4.1 Chains are constructed using (a) all deployed sensor nodes; (b) selected |




LIST OF FIGURES xvii

4.2 Neighbours. Node C is a neighbour of node B, but is not a neighbour |
ofnode Al . .. ... 100

4.3 Deploymentdensity, . ... ... ... ... ... ... ..., 102
(4.4 Illustration of prioritizing a node using a number of neighbours|. . . . . 105
{4.5 Illustration of prioritizing a node using shared sensing regions,| . . . . . 106
.6 Calculating shared sensing region by twonodes.| . . . . .. ... ... .. 109
B.7 Cnax VS A o o e 111
4.8 Chain member scheduling algorithm.| . . . ... ... .. ... .. .. .. 112
4.9 Adoptation of the proposed node scheduling algorithm,| . . . ... ... 113
{4.10 States and transitions of the proposed node scheduling algorithm.. . . . 114
{4.11 Comparison of simulation and analytical results for covering a target |
7= < 117
.12 Comparison of proposed node scheduling algorithm with a method |
which chooses nodes from random distribution. (| X | = 100,A = 400m x |
400m,r =40m). . . . . ... 118

{4.13 Energy dissipation comparison among PEGASIS, COSEN and proposed |
protocol. (|X|=100,A = 50m x 50m,r = 10m,A =92%,0=2.7)| . .. ... 119

{4.14 Lifetime pattern comparison among PEGASIS, COSEN and proposed |
protocol. (|X|=100,A = 50m x 50m,r = 10m,A =92%,0=2.7)| . .. ... 120

.15 Comparison among proposed node scheduling algorithm, PEAS and |
PECAS. (IX| = 100,A = 50m x 50m,r = 10m,A =92%,6 =2.67) . ... .. 121

0.1 Nodes covered by a communicationlink,| . . ... ... ... ... .. .. 125
[5.2  Chain construction approaches: (a) using greedy method, (b) creating |
[ localized chains) . . . . .. .. ... L 126
.3 ECR divides the target tield into several horizontal rectangular shaped |

regions. In each rectangular area, a chain is then constructed.|. . . . . . . 128

54

EBCRP divides the target field into several vertical rectangular shaped |

regions. In each rectangular area, a chain is then constructed.|. . . . . . . 129




LIST OF FIGURES xviii

p.5 CHIRON divides the target field into several fan-shaped areas. In each |

area, a chain is then constructed,] . . . . ... ... ... ... .. .. ... 129
0.6  Voronordiagram.| . . . .. ... .. oo 131
[5.7 Straight line L divides the polygon P into twoparts.| . . . .. . ... ... 134
[0.8  Voronoi diagram construction algorithm for a sensor node ;. . .. .. .. 135
5.9  Voronoi cell construction for thenode Sy.| . . . . . . . ... ... .. .. .. 135
[5.10 Merging two Voronoi cells to get rid of an undersized Voronoi cell for S3.| . 136
.11 Chain construction algorithm inside a Voronorcell | . . . . ... ... ... 137
[p.12 Total chain length comparison.| . . . ... ... ... .. ... ... .. 140
[0.13 Number of nodes perchain| . . . .. ... ... ... ... .. ..., 141
[p.14 Amount of interference comparison among chains constructed by vari- |

ousprotocols| . . ... ... o oo 142
[0.15 Lifetime comparison (N=200, Area=100m x 100m).[ . . . . . .. ... ... 143
[6.1 Polling points are marked on the Voronoiedges.| . . . . .. ... ... ... 151
[6.2  Setup for data gathering from chain leaders| . . ... ... ... ... .. 153
[6.3 A model of implementation for the proposed data gathering scheme |

using two MDCs and SDMA technique.| . . . . .. ... ..... ... .. 154
[6.4 Determining the pollingpoints| . . . . ... ... ............... 156
[6.5 An example of the region creating process for MDCs.| . . . . . ... ... 158
[6.6  Procedure of dividing polling points into Ny parts.| . . . . ... ... ... 160
[6.7 Planning the moving path in the sensing field with obstacles. The line |

segments from A to 2 and from 2 to B are blocked by obstacles. Thus, 2 |

cannot be a turning point, whereas 1 is eligible to be a turning point,| . . 161
[6.8 Data gathering time as a function of N, under different settings of Ny.| . . 162
[6.9 Data gathering time under different settingsof vyand v,,,.| . . . . . . . .. 163
[6.10 Total energy spent comparison for the proposed data gathering scheme.| 164




LIST OF FIGURES xix

[6.11 Energy dissipation comparison for the proposed data gathering scheme. |

| (after 150 rounds of data collection by 200 sensor nodes in an area or |
| 100m x 100m).] . . . . . . . e 165

[7.1 Designing application protocols using the proposed logical topology, |

[7.2  Notation used in the proposed key management protocol| . . .. .. .. 174

[7.3  Proposed key management protocol. (Two versions are depicted inter- |

[ leaved).|. . . . . . . 176
[7.4  Number of session key candidates.| . . . . . ... ..... ... ...... 180
[7.5 Resilience of the proposed key management protocol{ . . . . . ... ... 181
[7.6  Memory requirement of the proposed key management protocol| . . . . 182
IZ.7__Source node needs to send data to the destinationnodel. . . . .. .. .. 183
[7.8 Illustration of SPIN protocol | . . . ... ... ... ............. 185
[7.9  Illustration of the proposed data transfer protocol.| . . . . ... ... ... 187

[7.10 Comparison of the proposed data transfer protocol with flooding, gos- |

| siping, and SPIN in respect of number of messages required to transfer |

[7.11 Comparison of the proposed data transfer protocol with SPIN with re- |

| spect to the total energy spent on transferring data from the source node |

[7.12° Comparison of the proposed data transfer protocol with flooding, gos- |

| siping, and SPIN with respect to the time required to transfer data from |




List of Tables

2.1 _Some commercial sensornodes| . . . . . . . ... 21
[2.2  Different protocols and their corresponding topology, . . . . . .. .. .. 32
[2.3 Comparison of different topologies| . . . . . ... ... ... .. ... ... 51
[3.1 Energy consumption by ditferent nodes while acting as a leader| . . . . . 69

XX



Chapter 1

Introduction

"In 1951, a man could walk inside a computer and by 2010 ...,
computers are beginning to "walk” inside of us.’

— C. Gordon Bell, Bell’s Law for the birth and death of computer
classes: A theory of the computer’s evolution, MSR-TR-2007-146.

1.1 Preamble

With the popularity of laptops, cell phones, PDAs, GPS devices, RFID, and intelligent
electronics in the post-PC era, computing devices have become cheaper, more mobile,
more distributed, and more pervasive in daily life. Using the commercial on-the-shelf
(COTS) components, it is now possible to construct a wallet-size embedded system
with the equivalent capability of a 90’s PC. Such embedded systems can be supported
with scaled down Windows or Linux operating systems. From this perspective, the
emergence of wireless sensor networks (WSNs) is essentially the latest trend of Bell’s

Law toward the miniaturization and ubiquity of computing devices.

WSN technology is expected to have a significant impact on our lives in the twenty-
first century [Akyildiz et al., 2007]. This is because of the increasing advances in the
past decade in the areas of microelectronics, sensing, analog and digital signal pro-
cessing, wireless communication and networking [Warneke and Pister, 2002]. Wire-
less sensor networks are made up of a large number of inexpensive devices that
are networked via low power wireless communications [Akyildiz et al., 2002]. It is
this networking capability that fundamentally differentiates a sensor network from
a mere collection of sensors, and this enables cooperation, coordination and collab-

oration among sensor assets. Figure [1.1] depicts how a sensor network collects data



81.1 Preamble 2
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Figure 1.1: A wireless sensor network: environmental data are sensed and delivered
to the base station/gateway using best routing path.

from the environment and passes the data to the user/Internet using sink nodes and
gateways. Various applications of sensor networks have been proposed in areas such
as environmental monitoring [Ye et al., 2009; Mahdy, 2008; Zhigang and Hui, 2009;
Martinez et al., 2004], natural disaster prediction and relief [Shen et al., 2008|], home-
land security [Haupt et al., 2007; |Lee and Reichardt, 2005], healthcare [Ming et al.,
2009; Kim et al., 2008; Mascarenas et al., 2009], manufacturing [Evans| 2005; Zurawski,
2009], transportation [Benliang et al., 2006; Peng et al., 2009; Mamun et al., 2006|], min-
ing [Wang et al., 2009], home appliances [Kim et al., 2007} Suh and Ko, 2008; Baeg
et al.| 2007] and entertainment [Verdone et al., 2008].

However, at the same time as WSNs enjoy enormous application potentials in dif-
ferent fields, they suffer from various constraints. The most important constraint is
limited energy, which is caused by the failure to replace batteries or power sources,
and by the absence of wires [Walsh et al., 2008]. Unfortunately, limited energy of
WSNSs causes network lifetime and connectedness problems. These severities largely
affect the designing of protocols. Other major constraints that affect designing differ-
ent algorithms and protocols for WSNs are unreliable and low quality communica-

tion, limited computational resource, and scalability. For this reason, minimizing the
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Sensor node

Available communication links

(a) (b)

Figure 1.2: Communication graph and logical topology of WSN. (a) Communication
graph shows all available communication links among the sensor nodes; and (b) Log-
ical topology is created by selecting a set of edges from the communication graph.

constraints of WSNs is the underlying theme of this present work. In this thesis, the

constraint minimizing problems of WSNs are studied from topological point of view.

Network topologies can be physical or logical. Physical topology refers to the
physical design of a network including the devices, location and cable installation.
On the other hand, logical topology refers to how data are actually transferred in
a network as opposed to its physical design. Usually WSNs are formed by a large
collection of power-conscious wireless-capable sensors without the support of pre-
existing infrastructure, possibly by unplanned deployment. With a sheer number of
sensor nodes, their unattended deployment and hostile environment very often pre-
clude reliance on physical configuration or physical topology. It is, therefore, often

necessary to depend on the logical topology.

The logical topology of a wireless sensor network is formed by the communica-
tion graph of the network. A communication graph of a WSN is an undirected graph
G = (V,E) where V denotes the sensors deployed, and E denotes the available com-
munication links among the sensor nodes. An example of a communication graph
is shown in Figure [1.2(a), whereas Figure [1.2(b) shows a logical topology, which is

created from the communication graph by selecting a subset of the edges.

From this point of the thesis, ‘topology’ refers only to "logical topology’. The words

"topology” and “logical topology” are used interchangeably, if otherwise not specified.
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1.2 Motivation

Wireless sensor networks differ fundamentally from general data networks, such as
the Internet, and they require the adoption of a different design paradigm. WSNs are
often application specific, and they are designed and deployed for special purposes.
Thus the network design must take into account the specific intended applications.
For battery-operated sensors, energy conservation is one of the most important design
parameters, since replacing batteries is difficult in many applications, if not impossi-
ble [Yebari et al., 2008]. As a result, sensor network design must be optimized so that
the energy conservation is efficient and thus extends the network lifetime. The energy
and bandwidth constraints and the potential large-scale deployment pose challenges

to efficient resource allocation and sensor management.

In many applications, the key features of a sensor network are wirelessness and
random deployment. Sensor nodes are usually placed in hostile or unattended envi-
ronments [Yebari et al., 2008], such as battle fields, sea beds, deep forests etc. Thus the
use of wired node-to-node connections is highly difficult, if not infeasible. It can be
logistically challenging and also expensive, especially when hundreds of sensors are
envisioned. For a large scale WSN, the most important concerns are limited energy,
unreliability, network connectedness, latency, scalability, and communication over-
head [Paschalidis et al.,[2007;|Zhao et al.,|2004a}; (Quan et al., 2007} |Cai et al., 2006]. All
of these issues are nearly inevitable topics in wireless sensor network design as they
impose strict constraints on the network operations. To address these issues, logical
topology provides an effective approach to contend with these constraints of WSNs,
because it is logical topology that governs the sensor nodes to communicate with each

other.

Many contemporary researchers have devoted themselves in designing the proto-
cols/algorithms to contend with the constraints of WSNs. Numerous protocols such
as routing protocols, data aggregation protocols, base station (BS) positioning proto-
cols etc. have been designed to solve the constraint minimizing issues. While various
theories and applications have been proposed, this thesis argues that logical topology
of WSNs should be considered before designing the protocols, as logical topology in-
herently defines the communication paths among the sensor nodes. As the main tasks

of a sensor network are to sense the events, generate data, and to disseminate these
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data to the BS or sink node(s), the following aspects are crucial:

i) to determine and establish the route of the dissemination process,
ii) to determine which node is responsible for the transfer of data to the BS,
iii) to choose the node where data fusing can take place, and

iv) to decide which node precedes which other nodes in respect of data sending or

receiving.

Logical topology of WSNss actually deals with all the issues listed above. It is thus
more intuitive to approach the constraints-minimizing problem of WSNs from the
topological point of view, and to design such a topology according to the conservation
requirements. This thesis argues that topology provides an intuitive way to address
those issues. To support this argument, the following sections discuss the inherent

nature of topology in various levels of WSNs.

Topology plays a vital role for WSNs. Energy consumption is proportional to the
number of packets sent or received. The receiving cost depends on packet size, while
the transmission energy depends on the distance between the nodes. As topology
inherently defines the type of routing paths, indicates whether to use broadcast or
unicast, determines the sizes and types of packets and other overheads, choosing the
right topology helps to reduce the amount of communication needed for a particu-
lar problem. Thus energy can be saved. An efficient topology, which ensures that
neighbours are at a minimal distance, reduces the probability of message being lost
between sensors. A topology can also reduce the radio interference, thus reducing the
waiting time for sensors to transmit data. Moreover, topology facilitates data aggre-
gation, which greatly reduces the amount of processing cycles and energy, thus giving

a longer lifetime for the network.

In addition, topology inherently defines the size of a group, how to manage new
members in a group or how to deal with members who have left the group. With the
awareness of the underlying network topology, more efficient routing or broadcast-
ing schemes can be achieved. Furthermore, the network topology in WSNs can be

changed by varying the nodes’ transmitting ranges and also by adjusting the wake /
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Figure 1.3: Topology and energy consumption.

sleep schedule of the nodes. Therefore, more energy can be saved if the network topo-
logy is maintained in an optimal manner. Below are two elaborations which affirm

the significance of logical topology in WSNs in this context.

1.2.1 Topology and energy consumption

As outlined previously, to achieve efficient use of the scarce energy resources avail-
able to sensor network nodes is one of the fundamental tasks of the network designer.
Since nodes consume a considerable amount of energy to transmit/receive messages,
reducing the energy consumed for radio communications is an important issue. Sup-
pose a node u must send a packet to a node v, which is at distance d (see Figure [L.3).
Node v is within node u’s transmitting range at maximum power, so direct communi-
cation between u and v is possible. However, there also exists a node w in the region C
circumscribed by the circle of diameter d that intersects both u and v (see Figure .
Assume Euclidian distance between nodes u and w, d(u,w) = d; and Euclidian dis-
tance between nodes v and w, 8(v,w) = d,. Since the values of both d; and d, are less
than d, sending the packet using w as a relay is also possible. There is a question of
which of the two alternatives is more convenient from the energy-consumption point
of view. To answer this question, specific wireless channel and energy consumption

models can be referred to.

For simplicity, assume that the radio signal propagates according to the free space
model, and that the issue is to minimize the transmit power only. For these assump-
tions, the power needed to send the message directly from u to v is proportional to d>.

In case the packet is relayed by node w, the total power consumption is proportional
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Figure 1.4: Conficting wireless transmission.

to d} +d;. Consider the triangle Auwv, and let y be the angle opposite to side uv. By
elementary geometry, it is found that d> = d? +d5 — 2d,dycosy

Since the circle C contains the point w, cosy < 0 and thus, d* > d% + d%, it follows
that, from the energy-consumption point of view, it is better to communicate using

short, multi-hop paths between the sender and the receiver.

The above observation gives the first argument in favor of topology; instead of
using a long, energy-efficient edge, communication can take place along a multi-hop

path composed of short edges that connects the two endpoints of the long edge.

1.2.2 Topology and network capacity

Contrary to the case of wired point-to-point channels, wireless communications use
a shared medium, the radio channel. The use of a shared communication medium
implies that particular care must be made to avoid concurrent wireless transmissions
from corrupting each other. A typical conflicting scenario is depicted in Figure In
this figure, node u is transmitting a packet to node v using a certain transmit power
P. At the same time, node w is sending a packet to the node z using the same power
P. Since 8(v,w) = d» < 8(v,u) = d, the power of the interfering signal received by v is
higher than that of the intended transmission from u, and the reception of the packet

sent by u is corrupted.

Note that the amount of interference between concurrent transmissions is strictly
related to the power used to transmit the messages. This important point can be clar-
ified with the following example. Assume that the node u must send a message to

the node v, which is experiencing a certain interference level A from other concurrent
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radio communications. For simplicity, treat A as a received power level, and assume
that a packet sent to the node v can be correctly received only if the intensity of the
received signal is at least (1 + n)*, for some positive 1. If the current transmit power
P used by the node u is such that the received power at the node v is below (1 + ),
the correct message reception is ensured by increasing the transmit power to a certain
value P’ > P such that the received power at the node v is above (1+n)*. This seems
to indicate that increasing transmit power is a good choice to avoid packet drops due

to interference.

On the other hand, increasing the transmit power at the node u increases the level
of interference experienced by the other nodes in u’s surrounding. So, there is a trade-
off between the "local view’ (1 sending a packet to v) and the 'network view” (reducing
the interference level in the whole network). In the former case, a high transmit power
is desirable, while in the latter case, the transmit power should be as low as possible.
Then the following question arises: how should the transmit power be set, if the de-

signer’s goal is to maximize the network traffic carrying capacity?

In order to answer this question, an appropriate interference model can be used.
The simplest model of interference is the "Protocol Model” used in [Gupta and Kumar)
2000] to derive upper and lower bounds on the capacity of ad hoc networks. In this
model, the packet transmitted by a certain node u to a node v is correctly received if
d(v,w) > (14mn)d(u,v), where any other node w is transmitting simultaneously, and
where 1 > 0 is a constant that depends on the features of the wireless transceiver.
Thus, when a certain node is receiving a packet, all the nodes in its interference region
must remain silent in order for the packet to be correctly received. The interference
region is a circle of radius (1+1)d(u,v) centered around the receiver. In a sense, the
area of the interference region measures the amount of wireless medium consumed
by certain communications. Since concurrent non-conflicting communications occur
only outside each other’s interference region, this is also a measure of the overall

network capacity.

Suppose that the node u must transmit a packet to the node v, which is at distance d
(see Figure(L.5). Furthermore, assume that there are intermediate nodes wy,w,- -+, wg

between the node u and the node v and that:
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Figure 1.5: Topology and network capacity.

d
Ck+1

d(wi,wp) =--- = d(w,v)

Now, if the node u wants to send data to the node v, there remain two routes - i)

u can send data directly to v, or ii) u can use the multi-hop path u,w;,w,...,v. Which

of them is better in terms of network capacity can be easily identified by considering

the interference range(s) in the two scenarios. In case of direct transmission, the inter-

ference range of node v is (1+m)d, corresponding to an interference region of the area

nd*(1+m)>. In case of multi-hop transmission, the areas of the interference regions of

each short, single-hop transmission need to be summed. The interference region for
any such transmission is )

T <ch—1> (1+m)?

There are (k+ 1) regions to consider overall. Hence, by Holder’s inequality,

k+1 d 2 d 2 k+1 d 2
= (k+1)( — — | =4
l.;<i+1> (k+ )<k+1) <<;’i+1

Thus, it can be concluded that, from the network capacity point of view, it is better

to communicate using short, multi-hop paths between the sender and the destination.

The above observation is the other motivating reason for a careful design of the
network topology: instead of using long edges in the communication graph, it is better
to use multi-hop paths composed of shorter edges that connect the endpoints of the

long edge.

All the discussions and examples of this section infer that logical topology plays
a vital role for wireless networks, especially for resource-constraint WSNs. Moreover,
logical topology facilitates WSNs in many ways to overcome different constraints such
as minimizing energy consumption, maximizing lifetime, reducing interference, mak-
ing networks scalable etc. That is the reason why this thesis considers logical topology

as the best way to approach the constraints minimizing problems of WSNs.
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1.3 Objectives of the Thesis

In the last section it is shown how logical topology contributes to minimizing con-
straints and maximizing output for WSNs. When an application protocol is designed,
the designer should always consider the resource-constraint nature of WSNs. Thus,
it is argued in this thesis that logical topology should be considered before designing
the application protocols. This expresses the other aim of the thesis, which is to pro-
pose a protocol design paradigm for WSNs. In doing so, four different scenarios are
considered in order to derive more detailed objectives. Each of the scenarios describes
a particular use of WSNs, and these scenarios cover most of the usages of WSNSs, if

not all. The scenarios are:

e Scenario 1: The user needs to collect data periodically from the deployed sensor
nodes. This is the most common use of WSNs, and this includes such tasks as

collecting data from a target field or monitoring a target field.

e Scenario 2: The user needs to disseminate some information to all deployed
sensor nodes. For example, the user needs to set a new threshold value for
the sensors, which are being used to detect forest fire. Another example of this
scenario is that the user wants to disseminate secret keys in the WSN, so that the

sensor nodes can communicate with each other in a secured way.

e Scenario 3: A sensor or group of sensors deployed in a part of the target field
need to communicate with another sensor or a group of sensors deployed in
another part of the target field. For example, if a group of sensors G; detect
some event e in location x, G| needs to communicate with another group of
sensors Gy,. The G; is in location y, and would trigger an action in response to

the message received from G, for event e.

e Scenario 4: The user needs the deployed sensors to perform some action, e.g.,

the user needs to synchronize the clocks of the sensor nodes in the target field.

Note that, in all the scenarios mentioned above, deployed sensor nodes need to
communicate with each other. To solve the problems encountered in the above men-

tioned scenarios, the following approach has traditionally be taken: designing a data
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collection protocol for Scenario 1 [Rothery et al., 2008; Zhang et al., 2009; Yang et al.,
2009]; designing a data dissemination protocol for Scenario 2 [Hamida and Chelius,
2008; Zhang and Wang), |2008]]; designing a routing protocol for Scenario 3 [Al-Karaki
and Kamal, 2004; Zhaohua et al., 2010]]; and designing a time synchronization proto-
col for Scenario 4 [Sivrikaya and Yener, 2004; Wang and Wang), 2007]]. Traditionally,
in constructing these protocols, researchers have used different logical structures, and
different communication abstractions. However, this thesis approaches the protocol
designing problems in a different way. This thesis argues that logical structure and
communication abstraction (i. e., logical topology) should be built first, because in
each scenario, all the sensors are just communicating with each other and doing noth-
ing else. Thus if the logical topology is built first, this makes it easier to devise the rest
of the designing parts. Moreover, a well-designed logical topology helps to contend
with the constraints of WSNs. For this reason, this thesis primarily aims to design a

constraint minimizing logical topology for WSNs.

Designing a logical topology encompasses many issues, such as node scheduling,
logical structure of the topology, communication model, data collection and dissem-
ination techniques etc. This thesis thus focuses on achieving the following design

specific objectives:

o To design a logical topology for WSNs. The logical topology would demonstrate
the way the sensor nodes should be managed so that the WSN is able to provide
connected coverage to the entire area of interest. At the same time, the logical
topology should preserve energy, have increased lifetime, retain scalability, and

experience reduced overheads for different types of communications.

e To design a node scheduling protocol to select nodes from the deployed sensor
nodes. The selected nodes by the protocol will then participate to construct the

logical topology of the sensor network.

o To design an algorithm with which the selected nodes can identify themselves in
a group to construct the logical topology. The design has to be fully distributed,
because a centralized algorithm needs global synchronization overhead, and
is not scalable to large-populated sensor networks [Zhao and Raychaudhuri,
2009].
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e To design an efficient topology structure construction algorithm, and here topo-
logy structure can be defined as the type of organization of the sensor nodes. For
example, for a cluster based logical topology, topology structure construction al-

gorithm means an algorithm for designing the clusters of the sensor nodes.

e To design an efficient data collection method. The method has to be designed
in a way to help conserve energy, and at the same time to take less convergence

time.

Moreover, after designing logical topology, this thesis aims to evaluate the perfor-
mance of the constructed logical topology. The objectives specific to this evaluation

are:

o To identify the performance metrics to evaluate different topologies of WSNs.
These metrics will be used to compare different aspects of WSNs, such as en-
ergy consumptions rate, lifetime patterns, communication overhead, latency

and scalability of the networks.

e To design and apply different types of application protocols to run on the top of
the logical topology to evaluate the efficiency of the logical topology.

It should be noted that logical topology problems are sometimes confused with
routing problems in WSNs. The aim of this thesis is not to design a routing protocol
but to construct a logical topology for WSNs. Although logical topologies of wire-
less networks inherently define routing paths, the problem is not limited to delivering
data from the source to destination node(s). The logical topology designs the logical
structure, and gives the communication abstraction, while routing protocols can be
established on the basis of the logical abstraction. Moreover, the thesis aims to design
a logical structure of deployed sensors, with which other protocols (e.g., data dissem-
ination or data collection protocols, time synchronization protocols, event synchro-
nization protocols and other different application protocols) can be designed. This
thesis argues that an optimized logical topology facilitates the designers to design ef-
ficient protocols, which allow the sensors to communicate with each other with little

overheads, comparatively low energy consumption, longer lifetime, reduced latency
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and other improved facilities. The scope of logical topology problems is compara-
tively bigger, as it includes network connectivity, node communication, group and
network management and scalability, whereas routing protocols only deal with find-

ing paths from source to destination.

1.4 Research Scope of the Thesis

In this section, the scope of the research of this thesis is identified. As WSNs are very
much application dependent, this thesis asserts the types of WSNs applications for

which the research applies.

There are different types of application classifications for WSNs. One of the pos-
sible classifications of WSNss applications distinguishes applications according to the
type of data that must be gathered in the network. Almost any application, in fact,
could be classified into two categories: event detection (ED) and spatial process esti-
mation (SPE) [Buratti et al., 2009]. In the first case, sensors are deployed to detect an
event, for example, a forest fire, an earthquake etc. [Shastry et al., 2005} |[Quek et al.,
2007; | Toriumi et al.,|2008]. Whereas in SPE, WSNs aim at estimating a given physical
phenomenon (e.g., the atmospheric pressure in a wide area, or the ground temper-
ature variations in a small volcanic site), which can be modeled as a bi-dimensional
random process. In this case, the main issue is to obtain the estimation of the entire
behaviour of the spatial process based on the samples taken by sensors that are typi-
cally placed in random positions [Simic and Sastry, 2003; Nordio et al., 2008; |Dardari
et al., 2007; Behroozi et al., 2008].

Another possible classification of WSNs applications can be on the basis of how
frequent the sensors sense, and send the data to the BS. According to this classification
the applications are divided into four categories: i) Continuous / Periodical data gath-
ering, ii) Event-driven data gathering, iii) On demand data gathering and iv) Hybrid
type data gathering

Besides the application classifications of WSNs, the sensors nodes construct differ-
ent types of networks too. One classification is based on the similarity of the sensor
nodes. A sensor network is called homogeneous if all the sensor nodes are of similar

type, whereas a network is called heterogeneous if the sensor nodes are of different



§1.5 Contributions of the Thesis 14

types. The network can also be classified based on the number of sensor nodes in
the network. For example, a network where the number of sensor nodes does not
exceed hundred can be classified as small/normal-sized WSNs. On the other hand,
if the number of nodes in a WSN exceeds hundreds, or even thousands, it is called a

large-scale network.

The research scope of this thesis is based on WSNs of the following categories: i)
Large Scale sensor networks, ii) Either ED or SPE category, iii) Continuous / Periodi-

cal data collection category and iv) Homogeneous sensor networks category.

The research of this thesis is not intended for the following types of WSNs: i) Body
Sensor Networks, ii) Vehicular sensor networks, iii) Machine-to-Machine, iv) Acoustic

(underwater) Sensor network, or v) Interplanetary Sensor Networks etc.

1.5 Contributions of the Thesis

The thesis investigates different logical topologies that are found as the underlying
structures of different protocols, such as flat topology, cluster based topology, chain
oriented topology and tree based topology. The thesis then identifies the evaluation
metrics and compares all topologies using the same performance metrics. Using the
comparative evaluation, it is argued in this thesis that chain oriented topology has
more potential to minimize the constraints of WSNs than any other topologies. The

main contributions of the thesis are outlined below:

e This thesis demonstrates that the issues of WSN constraints are well-addressed
by the logical topology. Arguing that a well-designed topology facilitates de-
signing application protocols to minimize different constraints, this thesis brings

a novel notion in application design paradigm of WSNSs.

o This thesis proposes a multi-chain oriented logical topology for WSNs. By de-
signing a multi-chain oriented logical topology and comparatively evaluating
the topology with other topologies using various metrics, it is demonstrated
that several WSN constraints can be addressed by the logical topology. In par-
ticular, the proposed multi-chain oriented topology saves a significant amount
of energy in comparison to other topologies for both data collection and dissem-

ination applications, and thus assists the sensors to produce longer lifetime of
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the network. The proposed topology is scalable and also helps the sensor nodes
to send data to the BS more quickly.

Besides designing the multi-chain oriented logical topology, three adaptations of
the basic multi-chain oriented logical topology are also proposed in this thesis.

Various protocols are devised for the adaptations, which are mentioned below:

e A novel node scheduling algorithm is proposed to select the chain members
for the proposed logical topology. The proposed scheduling algorithm saves a

significant amount of energy by compromising a small amount of coverage area.

e This thesis then analyzes the limitations of the basic multi-chain oriented logi-
cal topology, and shows how to overcome those limitations using a tessellation

method.

e A distributed algorithm is then proposed to construct tessellation planes. The
proposed algorithm is fully distributed and has very little communication over-
head.

e A chain construction algorithm is then presented to create a single chain in each
tessellation plane. The algorithm guarantees minimum energy consumption by

the created chains.

¢ To save more energy, an efficient data collection method is then proposed. The
proposed method employs mobile data collectors in the sensor network. Thus
burdens of sending messages to distant nodes/BS are taken out from the sensor

nodes. As a result, the lifetime of the network is extended significantly.

Moreover, to show the applicability of the multi-chain topology, different applica-
tion protocols are designed. These application protocols are designed using the logical
structure and the communication abstractions of the proposed logical topology, and
applied on the top of the proposed topology. The application protocols are chosen to
follow different aspects of WSNs. The first aspect to test is the data collection process.
The second aspect to test is the data dissemination process, while the third aspect is
to test the data transfer from a source node to the destination node in the WSN. All
the application protocols provide excellent results, and warrant further application

protocols to be designed using the proposed logical topology.
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1.6 Thesis Organization

The rest of the thesis is organized as follows. First, Chapter 2| presents the funda-
mentals of WSNs from the perspective of this thesis, and provides a review of the
relevant literature in the area of logical topologies of WSNs. In this chapter, differ-
ent constraints of WSNs and logical topology evaluation metrics are identified. Sev-
eral underlying logical topologies are then investigated, and compared in respect to
the constraints using the evaluation metrics. This chapter affirms that chain oriented

topology is the most effective amongst the other topologies.

Following the results in Chapter[2} Chapter[3|proposes a basic multi-chain oriented
logical topology for WSNs. This chapter describes the chain formation, management
and communication issues. At the end of this chapter, the scopes to improve the basic

logical topology are described.

Chapters 4] 5|and [6|then study various adaptations of the basic logical topology in
the areas of node scheduling, chain construction and data collection method. Chap-
ter 4 proposes a node scheduling algorithm for selecting the member nodes of the
proposed multi-chain oriented logical topology. It is shown that a significant amount
of energy can be saved sacrificing little coverage. Chapter 5 then uses a tessellation
method that helps in creating more efficient logical chains. A distributed algorithm is
proposed to create the tessellation graph to divide the target field into several smaller
regions. Then another algorithm is proposed to create logical chains in each of the
smaller regions. Chapter [f]further extends the proposed logical topology, by adding a
data collection method to the logical topology. The proposed data collection method
employs mobile data collectors, whose routing paths are designed using the tessella-

tion method.

Chapter [7] shows how several application protocols can be adopted on the top of
the logical topology. This chapter presents several data oriented application proto-
cols, which use the hierarchical structure and the communication abstraction of the
proposed logical topology. Using the experimental results, this chapter concludes
that a well-designed logical topology influences the designing of various application

protocols for WSNs.

Finally, Chapter |8 draws the conclusion of the thesis.



Chapter 2

Background

2.1 Preamble

In the last chapter, it was argued that topology plays a vital role in minimizing various
constraints of WSNs, such as limited energy, latency, network capacity etc. Various re-
searchers have designed numerous protocols/algorithms for WSNss for different pur-
poses, and in those protocols/algorithms they have used various underlying logical
topologies. However, to the author’s best knowledge, there has not been any exist-
ing approach adopted by the researchers to solve constraint minimizing problems of
WSNs from the topological point of view. The aims of this chapter are to identify
underlying topologies in different protocols/algorithms designed for WSNs, and to
compare these topologies using various performance metrics. As the main aim of this
thesis is to construct an efficient logical topology for WSNs, evaluating these existing

topologies would be very important.

This chapter primarily consists of three parts: preliminaries, descriptions of differ-
ent topologies, and performance evaluation of the topologies. The first part presents
introductory materials that are preparatory for what is described in the rest of the
chapter. The architecture of a sensor node is described first. This discussion helps in
the understanding of the characteristics of the wireless sensor nodes. A brief descrip-
tion is then provided regarding the state of progress of the current sensor network
technology, and the main challenges that the designer/researchers have to face. In
conjunction with this discussion, the requirements and constraints of WSNs are iden-

tified.

17
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Following the preliminary discussions, this chapter provides detailed descriptions
of existing topologies, which are identified from different protocols for WSNs. To de-
sign various protocols for WSNs, different underlying logical topologies have been
used. Each topology has its own advantages and disadvantages under a specific
working environment. Because of this, to compare and evaluate the effectiveness of
each topology, a set the performance evaluation metrics is required. In doing so, this
chapter also focuses on two major issues, namely i) the system model of the WSN,
which would be used throughout the thesis and ii) the list of performance metrics to

evaluate existing topologies.

The third and final part of this chapter presents a comparative discussion of per-
formance of different existing topologies of WSNs. In doing so, various performance
metrics are first identified, and then detailed comparisons among identified topo-
logies are provided for each of these metrics. The chapter ends with a table, which
shows the comparison summary of the performance evaluation of different topo-

logies.

2.2 Characteristics of Sensor Nodes

Wireless sensor networks are built with numerous sensor nodes. A sensor node, also
known as a mote, is capable of performing some processing, gathering sensory infor-
mation, and communicating with other connected nodes in the network. The history
of development of sensor nodes dates back to 1998 in the Smartdust project [Pister,
1998]. One of the objectives of this project was to create autonomous sensing and
communication in a cubic millimeter. Although this project ended soon after its initi-
ation, it has created an intuition for further research projects; those include Berkeley
NEST [Nest, 2001] and CENS [Cens, 2002]. Despite a variety of sensor nodes used
since, there are some common aspects in terms of their architecture. These common

structural aspects of modern wireless sensor nodes (motes) are described below.

2.2.1 Sensor node architecture

A wireless sensor node is composed of four basic components, which are a sensing

unit, a processing unit (microcontroller), a transceiver unit and a power unit [TT,[1999].
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Figure 2.1: Architecture of a typical sensor node.

Figure [2.1| shows the typical construction of a sensor node. In addition to the above
units, a wireless sensor node may include a number of application-specific compo-
nents, for example, a location detection system or mobilizer. For this reason, many
commercial sensor node products include expansion slots and support serial wired

communication. Descriptions of the basic components are given below.

e Sensing Unit. A sensor is a device that measures some physical quantity and
converts it into a signal to be processed by the microcontroller. A wide range
of sensor types exist including seismic, thermal, acoustic, visual, infrared and
magnetic. Sensors may be passive (sensing without active manipulation of the
environment) or active (using active manipulation/probing of the environment
to sense data, e.g. radar) and may be directional or omni-directional. A wireless
sensor node may include multiple sensors providing complementary data. The
sensing of a physical quantity such as those described typically results in the
production of a continuous analogue signal. For this reason, a sensing unit is
typically composed of a number of sensors and an analogue to digital converter

(ADC) which digitizes the signal.

e Microcontroller. A microcontroller provides the processing power for, and coor-
dinates the activity of, a wireless sensor node. Unlike the processing units asso-
ciated with larger computers, a microcontroller integrates processing with some
memory provision and I/O peripherals. Such integration reduces the need for
additional hardware, wiring, energy and circuit board space. In addition to the
memory provided by the microcontroller, it is not uncommon for a sensor node

to include some external memory, for example, in the form of flash memory.
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o Transceiver. A transceiver unit allows the transmission and reception of data
to other devices connecting a wireless sensor node to a network. Wireless sen-
sor nodes typically communicate using an RF (radio frequency) transceiver and
a wireless personal area network technology such as Bluetooth or the 802.15.4
compliant protocols ZigBee [CC2420,|2004] and MiWi [Cody Kenny et al., 2009].
The 802.15.4 standard specifies the physical layer and medium access control
for low-rate, low-cost wireless communications, whilst protocols such as ZigBee
and MiWi build upon this by developing the upper layers of the OSI Reference
Model. The Bluetooth specification crosses all layers of the OSI Reference Model

and is also designed for low-rate, low-cost wireless networking.

e Power Source. All wireless sensor nodes must be supported by a power unit
which is typically some form of storage (that is, a battery) but may be supported
by power scavenging components (for example, solar cells). Energy from power
scavenging techniques may only be stored in rechargeable (secondary) batter-
ies and this can be a useful combination in wireless sensor node environments
where maintenance operations like battery changing is impractical. To conserve
energy, a power unit may additionally support power conservation techniques

such as dynamic voltage scaling.

2.2.2 Some commercial sensor nodes

The capacity and capabilities of wireless sensor nodes are increasing day by day.
Table lists some of very commonly used sensor nodes over the last few years
with their incremental growth in terms of CPU, memory and radio technologies. An
overview of commonly used sensor network platforms, components, technology and
related topics is available in the SNM - Sensor Network Museum [TIK] 2008], as well
as in [SenSAR| 2010] and in [Senses, 2005].

These tiny memory and power constrained nodes are spread over a target area to
monitor an event or to estimate a value. After deployment, the sensor nodes com-
municate with each other and construct a WSN. The following section describes the
expected qualities of a WSN. These qualities are to be maintained while designing

protocols for WSNs. This is termed as requirements of WSNs.
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Table 2.1: Some commercial sensor nodes

0.5 msec setup

2 msec setup

Rene (1999) Mica-2 (2002) | Tmote sky (2005) | Imote2 (2007)
ATMEL 8535 Atmega 128L | TIMSP430 Intel PXA271
CPU 8-bit, 4 MHz 8-bit, 8 MHz 16-bit, 8 MHz 32-bit, 13.4 MHz
36 uW sleep 36 uW sleep 15 uW sleep 390 uW sleep
60 uW active 60 uW active 5.4 uW active 30 uW active
Memory 512B RAM 4KB RAM 10 KB RAM 32 MB RAM
8KB Flash 128KB Flash 48KB Flash 32MB Flash
RFM TR1000 CC1000 CC2420
10 kbps 76 kbps 250 kbps
Radio 2 uW sleep 100 uW sleep 60 uW sleep
12 uW receive | 12 uW receive 63 uW receive
36 uW xmit 75 uW xmit 57 uW xmit

1 msec setup

2.3 Requirements of WSNs

A well-designed sensor node is not the only requirement of a WSN needed to operate

in an optimal way. Although a good sensor node is an important part of the whole

wireless sensor network, a sensor node is just a very small part of the wireless sensor

network. To build a good wireless sensor network and effective protocols for WSNs,

various qualities of WSNs should be considered. Wireless sensor network require-

ments include the following;:

o Large number of (mostly stationary) sensors. In most surveillance or monitor-

ing cases, sensors are deployed densely in a large target field. Aside from the

deployment of sensors on the ocean surface or the use of mobile, unmanned,

robotic sensors in military operations, most nodes in a sensor network are sta-

tionary. Networks of 1,000 or even 10,000 nodes are envisioned, so scalability is

a major issue.

o Low energy use. With only very limited exceptions, almost all sensor nodes of

WSNs are operated by battery power. Since in many applications the sensor
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nodes are placed in remote/unattended areas, replacement of batteries is not
possible. Thus battery power should be very cautiously consumed. In this kind
of situations, the lifetime of a node is determined by the battery life, thereby

requiring the minimization of energy expenditure.

o Network self-organization. Given the large number of nodes and their poten-
tial placement in hostile locations, it is essential that the network be able to self-
organize. Manual configuration is not often feasible. Moreover, nodes may fail
(either from lack of energy or from physical destruction), and new nodes may
join the network (the user may deploy more sensor nodes in the network to in-
crease the coverage). Therefore, the network must be able to periodically recon-
figure itself so that it can continue to function. Individual nodes may become
disconnected from the rest of the network, but a high degree of connectivity

must be maintained.

o Collaborative signal processing. Yet another factor that distinguishes WSNs
from other networks is that the end goal is detection/estimation of some events
of interest, and not just communications. To improve the detection/estimation
performance, it is often quite useful to fuse data from multiple sensors [Luo
et al.,|2006]. This data fusion requires the transmission of data and control mes-

sages, and so it may put constraints on the network architecture.

e Querying ability. A user may want to query an individual node or a group of
nodes for information collected in the region. Depending on the amount of data
fusion performed, it may not be feasible to transmit a large amount of the data
across the network. Instead, various local sink nodes will collect the data from a
given area and create summary messages. A query may be directed to the sink

node nearest to the desired location.

2.4 Design Challenges and Constraints of WSNs

Considering the characteristics of WSNs described in section and the require-
ments of WSNs described in section the following major design challenges and

constraints of WSNs can be identified.
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o Limited energy. Reducing node energy consumption is vital in WSNs. In fact,
because of the reduced size of the sensor nodes, the battery has low capacity, and
the available energy is very limited. Despite this scarcity of energy, the network
is expected to operate for a relatively long time. Given that replacing/refilling
batteries is usually impossible, one of the primary design goals is to use this

limited amount of energy as efficiently as possible.

o Low-quality communications. Wireless communications are always less reli-
able and have less quality compared to wired communication. Besides, sensor
networks are often deployed in harsh environments, and sometimes they op-
erate under extreme weather conditions. In these situations, the quality of the
radio communication might be extremely poor, and performing the requested

collective sensing task might become very difficult.

e Resource-constrained computation. The resources are scarce in WSNs. Proto-
cols for sensor networks must strive to provide the desired quality of service

(QoS) in spite of the few available resources.

e Data processing. Given the energy constraints, and the relatively poor com-
munication quality, the data collected by the sensor node must be locally com-
pressed and aggregated with similar data generated by the neighbouring nodes.
This way, relatively few resources are used to communicate the data to the ex-

ternal observer.

e Scalability. Scalability refers to the ability of the network to grow, in terms of
the number of nodes, without excessive overhead. This is an important real-
world requirement, where networks must support more than the small handful
of nodes typical in a pilot implementation. This is due to the network overhead
that comes with the increased size of the network. In ad hoc networks, the net-
work is formed without any predetermined topology or shape. Therefore, any
node wishing to communicate with other nodes should generate more packets
than its data packets, i.e., control packets or network overhead. As the size of
the network grows, more control packets will be needed to find and keep the
routing paths. Moreover, as the network size increases, there is higher chance

that communication links become broken in communication paths, which will



§2.4 Design Challenges and Constraints of WSNs 24

end up creating more control packets. In a small network, the amount of control
packets is almost negligible. However, when the network size starts increasing,
the overhead increases rapidly. Since the available overall bandwidth is limited,
the increase of overhead results in the decrease of usable bandwidth for data
transmission. As the network size grows further, there is a very small amount

of bandwidth left for application data transmission.

Reliability. Reliability is the ability of the network to ensure reliable data trans-
mission in a state of continuous change of network structure. Typically, there
is an inverse relationship between scalability and reliability in ad hoc wireless
networks. As the number of nodes in the network increases, the more difficult it
becomes to ensure reliability. This scalability characteristic of ad hoc networks
described earlier imposes an interesting question about the reliability of the net-
work. Since an ad hoc network is designed to automatically adapt itself to a
changing environment or interference, it will issue more control packets when
it faces dynamics. More dynamics in the environment will increase the number
of control packets, and at some point, the network cannot sustain the amount
of overhead caused by the dynamics, which will result in less reliability of data
transmission. This breaking point will show up earlier in a large-sized network
compared to a small or medium sized network. Thus, network scalability and

reliability are closely coupled, and typically, they act against each other.

Responsiveness. Responsiveness is the ability of the network to quickly adapt
itself to changes in topology. To achieve high responsiveness, an ad hoc network
should issue and exchange more control packets, which will naturally result in

less scalability and less reliability.

Mobility. Mobility refers to the ability of the network to handle mobile nodes
and changeable data paths. Generally, a wireless sensor network that includes a
number of mobile nodes should have high responsiveness to deal with the mo-
bility. Therefore, it is not easy to design a large scale and highly mobile wireless

sensor network.

Power Efficiency. Power efficiency, the ability of the network to operate at ex-

tremely low power levels, also plays an important role. A typical method for
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designing a low-power wireless sensor network is to reduce the duty cycle of
each node. The drawback is that as the wireless sensor node stays longer in
sleep mode to save power, there is less chance that the node can communicate
with its neighbours. This decreases the network responsiveness, and also lower
reliability due to the lack of the exchange of control packets and delays in packet
delivery. In addition, a more complicated synchronization technique will be nec-

essary to keep more nodes in low duty cycle, which may also affect scalability.

o Managing the design tradeoffs. The complex issue of managing these trade-
offs comes down to how the communication overhead can be minimized while
maintaining the network reliability and responsiveness. As explained earlier,
there are many conflicting factors involved in the design of wireless sensor net-
works, and there are always design tradeoffs. When choosing a wireless sensor
network for an application, careful consideration of the balance of these factors

within the context of the needs of the application is critical.

2.5 System Model and Assumptions

In this section, the basic system model is described. This is a very familiar system
model, and almost any application of event detection (ED) category or spatial process
estimation (SPE) category (discussed in Chapter 1) can use this model. Moreover,
the same model has been used by many researchers in designing various protocols
for WSNis [Lindsey et al, 2002a; Muruganathan et al., 2005; Heinzelman et al., 2000;
Tsai, 2007; Chen and Hu, 2010; Kim et al 2010]. This system model has been used
throughout this thesis.

Wireless sensor networks are very much application and system model depen-
dent. Algorithms/protocols which are designed based on one system model usually
do not produce the same results or show the same effectiveness when they are applied
on another system model without modification. Thus it is important to define the sys-
tem model before presenting any algorithm /protocol/architecture. The assumptions

of the basic system model, which are used throughout the thesis, are described below:

e Assume a large-scale WSN. Large-scale WSNs consist of hundreds to thousands

of nodes [Estrin et al.,2001; [Kahn et al., 2000].
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Figure 2.2: A system model of WSNs.

Assume a target field, where a large number of wireless sensor nodes are de-
ployed randomly. The deployed sensors sense the data and send it to the BS
periodically. The BS is located outside the target field (see Figure[2.2).

Both the BS and the sensors are stationary after deployment.

All sensor nodes have limited battery power, and recharge of the batteries is
impossible. Efficient energy-aware protocols are thus required for energy con-

servation.

All the sensors are homogeneous. They have the same initial power and com-

munication and processing capabilities.

All the sensors have limited sensing range. However, the sensors have the abil-
ity to control the transmission range depending on the distance between a sensor

node and its next-hop node.

The radio channel is symmetric such that energy required for transmitting a
message from a sensor node A to another sensor node B is the same as the energy
required for transmitting a message from the sensor node B to the sensor node
A.

All sensor nodes sense the environment at a fixed rate, and thus always have

data to send to the end user.
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2.6 A Review of Evaluation Criteria

In order to establish a standard set of evaluation criteria, it is important to describe
different metrics, which would be used to evaluate the performance of different topo-
logies. Interestingly, it is found that the set of evaluation criteria and their definitions

vary quite considerably. The following six sub-sections describe these metrics.

2.6.1 Evaluation measures related to energy usage

Not surprisingly, given the intrinsic constraints of WSNss, almost all evaluation strate-
gies include some form of energy metric. Different metrics that relate to energy used

by the researchers are listed below.

e The most common form of using energy for evaluating the efficiency is the over-
all energy consumption by the sensor network. This is measured by adding the

total energy dissipation by each sensor in the network.

e Another important metric is energy distribution. This is a qualitative metric,
rather than a quantitative one. This metric measures how evenly the energy
dissipation is distributed. This is important for the sensor network to balance the
energy consumption by the participating sensor nodes. If some sensors dissipate
energy rapidly compared to other group of sensors, i.e., energy consumption is

not evenly distributed, this adversely affects the system lifetime of the network.

e Average dissipated energy is an important metric. This is the ratio of total en-

ergy used per node to the number of events detected.

o A useful evaluation metric list includes 'Resource expended per packet deliv-
ered” metric. Here 'resource expended’ refers to the numbers of connected pairs
that are broken down because of nodes being depleted on their power. In other
words, it is defined as the ratio between numbers of broken pairs to the total

packets delivered.

e The metric "packets before partition” is measured by the number of data packets
sent and successfully delivered before network partition (partition due to node

energy depletion).
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2.6.2 Evaluation measures related to lifetime of network

The evaluation metric ‘lifetime of the network” has a strong dependence on the nodes’
battery capacity. As such, the network lifetime has been a critical concern in WSN
research. While numerous energy-efficient protocols have been proposed to prolong
the network lifetime, various definitions of network lifetime have also been used for
the different scenarios and protocols. The lifetime of a sensor network is most com-
monly defined as the time to the first sensor node failure. However, this definition is
seemingly over-pessimistic in many envisaged deployment scenarios, such as habitat
monitoring, forest fire detection etc. [Kumar et al., 2005]. While other definitions ex-
ist, there has not been any consensus on which quantitative lifetime definition is most
useful. The various ‘network lifetime” definitions proposed and used in the literature

include:

o Time till the first sensor node’s failure [Chen and Zhao, 2005; Kang and Pooven-

dran), 2005; [Shi et al., 2006} |Vass et al., 2005].

e Time till a certain percentage of sensor nodes die, or the number of surviving
nodes in the network falls below a given application dependent threshold [Raicu
et al., 2005; Cheng et al., 2008a].

e Time till the network becomes disjoint, and network partitions emerge [Pan-

danal, 2005].

o Time till size of the largest connected component drops below a threshold [Blough

and Santi| 2002].

e Time till the packet delivery rate falls below a certain threshold [Chen et al.,
2002].

e Time till all the sensor nodes dies [Heinzelman et al., 2000].
e Time till the number of errors exceeds a threshold [Verdone et al.,[2010].

o Time till the number of packets that can be (successfully/correctly) delivered by
the network falls below a threshold [Dong),[2005].
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2.6.3 Evaluation measures related to scalability

Scalability of a network means that the protocols running of a network perform well
as the network grows larger or as the workload increases [Zhao and Raychaudhuri,
2009]. Scalability is an important factor in designing routing protocols for WSNs. A
good routing protocol has to be scalable and adaptive to the changes in the network
topology. Routing packets within a large scale WSN without storage overhead and
routing table updates is a challenging problem. In turn, to constrain this communi-
cation overhead, routing in a sensor network demands efficient protocols for routing

packets.

For large-scale WSNs, scalability is an important metric which measures how
a protocol performs as node density varies, or the overall size of the network, or
the number of data sources and sinks vary. Many researchers have tried to estab-
lish mathematical models for scalability. Using these mathematical models they put
some numerical values against this qualitative metric to compare different proto-

cols/architectures.

2.6.4 Evaluation measures related to overhead and efficiency

In conjunction with the direct measures of energy, the other metrics which are related
to evaluating the performance are overheads and efficiency of the WSN. The following

is a list of possible metrics.

e Routing protocol message cost. This is one of the most common metrics used for
evaluating the efficiency of the protocols. It measures the number of packets

generated by a protocol/algorithm for each successful communication.

e Message Loss. It measures the percentage of messages not received by any node

in the network.

o Control Overhead. It measures the ratio between control and data messages being
transmitted in the network. Some authors also use the overall packets sent or
packets received, while others compare the application packet delivery rate with

the routing packet rate.



§2.6 A Review of Evaluation Criteria 30

o Event Delivery Ratio. This criterion is the ratio of the number of distinct event
messages received by the sink to the number originally sent by the source. Some

authors measure a related ’loss to collision” ratio.

o Transmissions to query ratio. This is the ratio between the total number of packets

to the number of queries injected into the sensor network.

e Average path or route length. It measures the number of hops from source node to
destination node. Although it is related to energy usage, each path or route can
give very different results due to the non linear relationship between transmis-

sion power and range.

2.6.5 Temporal evaluation criteria

The primary temporal evaluation criteria used in the existing literature are the latency

and the reaction time.

e Latency. This is measured by the average delay between transmitting an event
message and receiving it at the sink. There have also been other measures used
by many researchers to calculate the latency. One way is to calculate the total
time elapsed to perform an action by the sensor nodes, for example, dissemi-
nate information to a set of nodes, or to complete a number of data collection
rounds. Another way to calculate the latency is to calculate the time duration

for identifying an event or to reach a consensus for a measured value.

o Reaction Time. The definition of this term varies among researchers, but essen-
tially captures the average time it takes for the sink to receive data or particular

messages after some change occurs in the network.

2.6.6 Other performance evaluation measures

The other various measures used in the existing literature of WSNs, which are con-

cerned about deployment and design related issues, are mentioned below.

o Storage requirement. This is measured by the amount of memory required by an

algorithm at each node.
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e Ease of deployment. This metric is mentioned by some researchers in their techni-

cal papers but no specification of this metric has been found.

2.7 Descriptions of Different Topologies of WSNs

This section identifies and studies various types of topologies of WSNs. First of all,
different topologies of WSNs are identified. In doing so, different application proto-
cols proposed by various researchers, such as protocols for data gathering/collection,
target tracking, routing, data aggregation, data dissemination etc. are studied. These
protocols use various types of logical topologies. From each of the protocols, the topo-
logy is identified and listed in Table The identified topologies are i) flat topology,
ii) cluster based topology, iii) chain oriented topology, and iv) tree based topology.

The following sub-sections describe each of the topologies with their advantages

and disadvantages in detail.

2.7.1 Flat/Unstructured topology

This is actually no topology, or the absence of any defined topology. In flat topo-
logy each sensor plays an equal role in network formation. Different protocols have
been proposed based on flat/unstructured topology. For example, this flat topology
has been used in data aggregation protocols [Xu et al., 2011], data gathering proto-
cols [Fan et al., |2007], node scheduling protocols [Sausen et al., 2008|], and routing
protocols [Hussain and Islam, 2007]. Figure 2.3[shows the flat topology architecture
where the nodes are the sensors and the edges are available communication links be-

tween two sensors.

All the protocols, while using flat topology, attempt to find good-quality routes
from source nodes to sink nodes by some form of flooding. Flooding is a technique
in which a given node broadcasts received data and control packets to the rest of the
nodes in the network. This process repeats until the destination node is reached. Note
that this technique does not take into account the energy constraints imposed by the
WSNs. As a result, when used for data routing in WSNs, it leads to two problems,
namely, implosion and overlap [Heinzelman et al) 1999]. Given that flooding is a

blind technique, duplicate packets may keep circulating in the network, and hence
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Table 2.2: Different protocols and their corresponding topology.

Protocol for References Topology used in
the protocol
[Fan et al.,[2007]] Flat
. [Ye et al., 2005] Cluster based
Data gathering
[Wu and Tseng, [2009; Weng et al., 2007; |Li et al., | Tree based
2006
[Yuan et al., 2008; Tabassum et al., 2006] Chain oriented
[Olule et al.}, 2007] Flat
. [lChen et al., 2004] Cluster based
Target Tracking
[Tsai et al., 2007; Chen and Wang} |2009; |Lin et al., | Tree based
2006
[Kang et al.,[2007] Chain oriented
[Lee et al., 2006; Heinzelman et al. 1999[] Flat
Routi Al-Karaki and Kamal, 2004; [Heinzelman et al.,, | Cluster based
outin
& 2000; [Liu et al) 2005; Manjeshwar and Agrawal|
2001
[Fariborzi and Moghavvemi, 2009; [Karthickraja| | Tree based
[and Sumathy} 2010} [Kim and Han| 2005} [Chen
eta l 2004
[Yu and Wei, [2007; Chen et al., 2009] Chain oriented
[Xu et al., 2011] Flat
) [Su and Bougiouklis, 2008; [Jung et al. 2009I] Cluster based
Data aggregation
[Messina et al., 2007; [Fan et al. 2008|] Tree based
[Wu et al., 2009 Chain oriented
[Khan et al. 2008I] Flat
. L [Wang et al.,[2005] Cluster based
Data dissemination
[Xing et al. 2009I] Tree based
[Huang et al., 2009 Chain oriented
[Beluch et al., )2010] Flat
Synchronization [Long and Tao, 2006] Cluster based
[He, 2008; |Li et al., 2006] Tree based
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Figure 2.3: Flat topology architecture.

sensors will receive those duplicate packets, causing an implosion problem. In addi-
tion, when two sensors sense the same region and broadcast their sensed data at the

same time, their neighbours will receive duplicated packets.

In a flat network, data aggregation is accomplished by data-centric routing where
the BS usually transmits a query message to the sensor nodes via flooding, and the
sensor nodes that have data matching in the query, will send response messages back
to the BS. The sensor nodes communicate with the BS via multi-hop routes by using
peer nodes as relays. The choice of particular communication protocol depends on

the specific application.

Since flooding is a very costly operation in resource starved networks, smart rout-
ing algorithms restrict the flooding to localized regions. Some algorithms use proba-
bilistic techniques based on certain heuristics to establish routing paths. Some exam-
ples of routing protocol based on flat topology are Sensor Protocols for Information via
Negotiation (SPIN) [Heinzelman et al., 1999; Kulik et al., 2002], Directed-Diffusion [In-
tanagonwiwat, 2002], zonal rumor routing [Banka et al., |2005|], Serial Directional Ru-

mor Routing (SDRR) [Shokrzadeh et al., 2010] etc.

SPIN’s meta-data negotiation solves the classic problems of flooding to some ex-
tent. SPIN is a three-stage protocol as sensor nodes use three types of messages, such
as ADV, REQ, and DATA to communicate sensors with each other. ADV is used to
advertise new data, REQ to request data, and DATA is the actual message itself. The
protocol starts when a SPIN node obtains new data it is willing to share. It does so
by broadcasting an ADV message containing metadata. If a neighbour is interested in

the data, it sends a REQ message for the DATA and the DATA is sent to this neigh-
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bour node. The neighbour sensor node then repeats this process with its neighbours.
As a result, the entire sensor area will receive a copy of the data. One of the advan-
tages of SPIN is that topological changes are localized since each node need know
only its single-hop neighbours. SPIN provides more energy savings than flooding,
and metadata negotiation almost halves the redundant data. However, SPIN’s data
advertisement mechanism cannot guarantee delivery of data. To see this, consider
the application of intrusion detection where data should be reliably reported over pe-
riodic intervals, and assume that nodes interested in the data are located far away
from the source node, and the nodes between source and destination nodes are not

interested in that data; such data will not be delivered to the destination at all.

Directed diffusion differs from SPIN in two aspects. First, directed diffusion is-
sues data queries on demand as the BS sends queries to the sensor nodes by flooding
some tasks. In SPIN, however, sensors advertise the availability of data, allowing in-
terested nodes to query that data. Second, all communication in directed diffusion
is neighbour to neighbour with each node having the capability to perform data ag-
gregation and caching. Unlike SPIN, there is no need to maintain global network
topology in directed diffusion. However, directed diffusion may not be applicable to
applications (e.g., environmental monitoring) that require continuous data delivery to
the BS. This is because the query-driven on-demand data model may not help in this
regard. Moreover, matching data to queries might require some extra overhead at the

sensor nodes.

Rumor routing performs well only when the number of events is small. For a large
number of events, the cost of maintaining agents and event tables in each node be-
comes unfeasible if there is not enough interest in these events from the BS. Moreover,
the overhead associated with rumor routing is controlled by different parameters used
in the algorithm such as time to live (TTL) pertaining to queries and agents. Since the
nodes become aware of events through the event agents, the heuristic for defining the
route of an event agent highly affects the performance of next-hop selection in rumor

routing [Messina et al., 2007].

Overall, the advantages of flat based protocols include good quality routes from

source to sink and no topology maintenance overhead.
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On the other hand, there are a few disadvantages:

e The main way of communication is by using flooding. However, flooding is an

expensive operation that is normally avoided by WSNs routing protocols.

e A large number of redundant messages are created and passed. This redun-
dancy consumes processing cycles, as well as bandwidth of the network. La-
tency is increased by the redundancy, because of the high contention of the wire-

less communication medium.

e Non-uniform energy distribution occurs in flat/unstructured topology. This is

the reason why the lifetime of a sensor network decreases.
e Sensors are not aware of new members or members that die.
e Highly unreliable.

e High delay.

2.7.2 Cluster based topology

Cluster based topologies have widely been used in WSNs for various types of proto-
cols, such as data gathering [Ye et al., 2005], target tracking [Chen et al., 2004], one-
to-many, many-to-one, one-to-any, or one-to-all communications, routing [Al-Karaki
and Kamal, 2004; Heinzelman et al., 2000; Yuan et al., 2008; Manjeshwar and Agrawal,
2001] etc. Clustering is particularly useful for applications that require scalability to
hundreds or thousands of nodes. Scalability in this context implies the need for load
balancing, efficient resource utilization, and data aggregation. Many routing proto-
cols also use clustering to create a hierarchical structure and minimize the path cost

when communicating with the BS.

Elements in a cluster

In general, when working with clusters it is possible to identify three main different
elements in the WSN: sensor nodes (SNs), base station (BS) and cluster heads (CH)
(see Figure [2.4). The SN are the set of sensors present in the network, arranged to

sense the environment and collect the data. The main task of a SN in a sensor field



§2.7 Descriptions of Different Topologies of WSN’s 36

Sensor

nodes (SNs)
A \ i
Base station %o AN TS o o //o
(BS) O~~_ S Cluster heads
(o) N Sl o~ S
o NS @<}— (CHy)

Figure 2.4: Cluster based topology architecture.

is to detect events, perform quick local data processing, and then transmit the data.
The BS is the data processing point for the data received from the sensor nodes, and
where the data is accessed by the end-user. It is generally considered fixed and at a far
distance from the sensor nodes. The CH acts as a gateway between the SNs and the
BS. The function of the cluster head is to perform common functions for all the nodes
in the cluster, like aggregating the data before sending it to the BS. In some way, the
CH is the sink for the cluster nodes, and the BS is the sink for the cluster heads. This
structure is formed among the sensor nodes, the sink and the BS and is replicated as
many times as it is needed, creating the different layers of the hierarchical WSN. The
greatest constraint it has is the power consumption, which usually is caused when
the sensor is observing its surroundings, and communicating (sending and receiving)

data.

Cluster types

There exist many different ways to classify the clusters. Two of the most common
classifications are homogeneous or heterogeneous clusters and static or dynamic clus-
ters. The former classification is based on the characteristics and functionality of the
sensors in the cluster, whereas the latter is based on the method used to form the

cluster.

In homogeneous networks, all nodes have the same characteristics, hardware and
processing capabilities. The role of cluster head is periodically rotated among the

nodes to balance the load, to ensure that sensors consume energy more uniformly,
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and to try to avoid the black hole problem.
In heterogeneous sensor networks, there are generally two types of sensors:

(a) Sensors with higher processing capabilities and complex hardware, used gen-
erally to create some sort of backbone inside the WSN. They are designated as the
cluster head nodes, and therefore have to serve as data collectors and processing cen-

ters for data gathered by other sensor nodes, and

(b) Participating sensors, with lower capabilities than the previous ones, used to

actually sense the desired attributes in the field.

Static clusters are usually created when the network is formed of heterogeneous
nodes and the network designers want to create the clusters around the more power-
ful nodes. In this case, the clusters are formed at the time of network deployment. The
attributes of each cluster, such as the size of a cluster, the CH, the number of partici-
pating sensors and the area it covers, are static. Static clusters are easy to deploy, but
their use is only appropriate for limited scenarios where the sensor field is predeter-
mined, the targets to monitor are not in motion and it is easy to perform maintenance
tasks (i.e. sensors replacements) in the network. On the other hand, dynamic clus-
ter architectures make better use of the sensors. Sensors do not statically belong to a

cluster, and may support different clusters at different times.

Clustering process

During the establishment of the cluster, it is necessary to take the following aspects
into account: cluster size and form, selection process of the cluster heads, control
mechanism of inter-cluster and intra-cluster collisions, and energy saving issues. The
design of the clustering process is one of the important issues for the correct func-
tioning of the WSN, due to the probed efficiency of using a hierarchical scheme for

communication among the network elements.

In all the cluster-based protocols, three main phases can be identified during the
clustering establishment process, namely (a) cluster head election phase, (b) cluster
formation or set up phase, and (c) data transmission phase (steady-state phase). Dif-
ferent approaches exist to implement each one of these stages. For example, it is pos-

sible to use a fixed distribution of the SN and the CH, or to use a dynamic algorithm



§2.7 Descriptions of Different Topologies of WSN’s 38

for the location of the sensors and the CH election. Clusters may be formed in any

one of the following ways:

o Probabilistic method. The protocol LEACH [Heinzelman et al., 2000] uses this
method where each sensor randomly picks a real number from 0 to 1. If the
number is greater than a threshold value, the sensor declares it as a cluster leader
and broadcasts invitation messages to all other sensors. A sensor, not picking a
real number greater than threshold, joins any one of the leaders. Thus clusters

are formed.

e By election phase. In this method all the sensors broadcast their information to all
other sensors and form a knowledge base. Based on the local knowledge they

form a cluster, and then select a leader.

o Assigned by the BS. In this method, clusters are formed by the BS. After deploy-
ment of the sensors, each node communicates with the BS and based on the
information in the BS, it tries to form optimal nodes. Although this method can
form optimal clusters, this method is rarely used because of the cost incurred for
the communications of all sensors to the BS. An example protocol of this is the
Base-station Controlled Dynamic Clustering Protocol (BCDCP) [Muruganathan
et al., 2005].

Advantages and disadvantages

Cluster based routing protocols greatly increase the scalability of a sensor network.
The overall energy consumption of the nodes compared to the flat topology protocols
is reduced, leading to a prolonged network lifetime. The organization of the network
into clusters lends itself to efficient data aggregation, which in turn results in better
utilization of the channel bandwidth. Cluster-based routing holds good promise for
many-to-one and one-to-many communication paradigms that are prevalent in sensor

networks.

However, non-uniform clustering is the main problem for this topology. Consid-
ering the LEACH protocol, there is a fair chance that most of the cluster heads are

situated in the same side of the network, whereas few cluster heads are on the other
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side, or even worsen, there is no cluster head in a specific area. Thus non-uniform

clustering happens. Non-uniform clustering causes the following problems:

- The energy dissipation rate is highly different from one sensor to another sensor,

even if they are in the same cluster. Thus energy distribution is not even.

- Total energy dissipation increases due to the long way communication between

a cluster member and cluster head.

- Because of very long-way communications, some sensors consume energy more
rapidly than other nodes, and die soon. As a result, the network lifetime de-

creases.

- Network connectedness may not be guaranteed.

2.7.3 Chain oriented topology

In this topology the protocols construct transmission chain(s) connecting the deployed
sensor nodes to save energy dissipation of data transmission. A leader is selected in
a chain which acts as the sink. All sensor nodes communicate with each other along
the chain. A node sends data to the next node, which is called the successor node of
the former node, towards the leader node. A successor node, receiving data from the
predecessor node, forwards the data to its successor node towards the leader. In this
fashion, all sensor nodes send their sensed data to the leader node(s). This method of

communication facilitates the data aggregation [Mamun et al., 2010b].

PEGASIS (Power-Efficient Gathering in Sensor Information Systems) [Lindsey and
Raghavendra, 2002] is an example protocol based on chain topology. In PEGASIS, ev-
ery node in the chain senses the data, receives data from its predecessor, fuses with the
received predecessor’s data, and transmits to next node in the chain. Data aggregation
performs in-network fusion of data packets, coming from different sensors en-route
to the BS, in an attempt to minimize the number and size of data transmissions, and

thus save sensor energies.

The basic idea of the PEGASIS protocol is that in order to extend network lifetime,
nodes need only communicate with their closest neighbours, and they take turns in

communicating with the BS. When the round of all nodes communicating with the BS
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Figure 2.5: Architecture of chain oriented topology (used in PEGASIS).

ends, a new round starts, and so on. This reduces the power required to transmit data
per round as the power draining is spread uniformly over all nodes. Hence, PEGASIS
has two main objectives. First, to increase the lifetime of each node by using collab-
orative techniques. Second, to allow only local coordination between nodes that are
close together so that the bandwidth consumed in communication is reduced. The
chain construction is performed in a greedy fashion. Simulation results showed that
PEGASIS is able to increase the lifetime of the network to twice that under the LEACH
protocol. Such performance gain is achieved through the elimination of the overhead
caused by dynamic cluster formation in LEACH, and decreasing the number of trans-

missions and reception by using data aggregation.

Although the clustering overhead is avoided, the protocol PEGASIS still requires
dynamic topology adjustment. This is because, a sensor node needs to know about
the energy status of its neighbours in order to know where to route its data. Such
topology adjustment can introduce significant overheads, especially for highly uti-
lized networks. Moreover, PEGASIS introduces excessive delay for distant nodes on
the chain. In addition, the single leader can become a bottleneck. Finally, although
in most scenarios sensors will be fixed or immobile as assumed in PEGASIS, some

sensors may be allowed to move and hence affect the protocol functionality.

Figure 2.5[shows the chain oriented topology used in PEGASIS. In this figure, the
circles represent sensor nodes whereas a bidirectional line between two nodes repre-

sents a successor-predecessor relationship.

Besides PEGASIS, there are also other protocols, such as COSEN and CHIRON,
which use chain oriented topologies. COSEN is the first chain oriented topology
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which used multiple chains instead of a single chain. The advantages and disad-

vantages of chain oriented topologies are summarized below.

Chain oriented topologies save more energy than cluster based topologies do. For
example, PEGASIS saves 50% more energy compared to LEACH. In addition, energy
distribution in a chain oriented topology is more even than that of other topologies.
Furthermore, because of better energy conservation, chain oriented topologies offer

longer lifetime for WSNSs.

On the ther hand, for a single-chain oriented topology takes too much time for data

collection. Additionally, topology management overheads are high for a single-chain

topology.
2.7.4 Tree based topology

In this topology all the deployed sensors construct a logical tree. Data are passed from
a leaf node to its parent nodes. In turn, a receiver node the receiving data from the
child node sends data to receiver’s parent node after aggregating data with its own
data. In this fashion, data flow from leaf nodes to the root node, which generally acts
as the sink. The idea behind constructing a logical tree is that it avoids flooding and
data can be sent using unicast instead of broadcast. In this way the topology can save
energy. Figure 2.6/shows a typical formation of a logical tree. The arrows show the

data flow from a leaf node to the root node/sink.

Tree topology is used to design various protocols for WSNs, such data collection
scheme (TBDCS |[Li et al., 2006]]), routing protocols ([Woo et al., 2003; |Park and Jung,
2007])), data dissemination protocols ([Messina et al., 2007; Fan et al.,|2008]]) etc.

One advantage of this topology is that it consumes less power than flat topology as
flooding is not necessary for data communication. Further it can save bit more energy
than some protocols based on cluster topology. Zhang and Yu [2010] prove that for

data acquisition, tree based topology saves more energy than cluster based topology.

The disadvantages of tree based topology are as follows: i) the formation of tree
is time consuming and costly, ii) the topology is not resilient to node failures, because
if a parent node fails, then its entire sub-tree is cut off from the BS during the current

epoch. iii) Uneven power consumptions occur across the network nodes. The nodes
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nearer to the BS consume a lot of power in forwarding packets from all the nodes in
their sub-tree, whereas the leaf nodes in the spanning tree do not have to perform any
forwarding at all, and thus consume the least power, iv) latency is high for sending

data from leaf to the root node, and v) tree maintenance overhead is very high.

2.8 Comparison of Different Topologies

This section compares the different topologies introduced above, namely flat, cluster
based, chain oriented and tree based topologies. They will be compared using the

performance metrics that is described in section 2.6

2.8.1 Topology comparison based on energy efficiency

Energy efficiency is the most important constraint and performance metric for WSNs
due to the limited energy resources of the sensor nodes, and their operations in unat-
tended and inaccessible environments where replacement of energy resources might
be impossible. Therefore, while traditional networks aim at achieving high Quality-of-
Service (QoS)provisions, WSNs focus primarily on energy awareness in every aspect
of hardware and software design and operations to prolong the useful lifetime of each

sensor node and, more importantly, of the entire WSN.

Communication is the most energy intensive activity performed by the sensor
nodes, and hence the WSN topology and communication protocols can play a signifi-
cant role in the energy efficiency and lifetime of the WSN. Figure[2.7|depicts the com-

munication patterns of basic cluster, chain and tree topologies. The energy required
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Figure 2.7: Communication patterns for different topologies of WSNs.

for communication scales with distance between two nodes (d) from d” to d*. Since
the radio signal attenuation scales with distance in a greater-than-linear fashion, the
multi-hop communication in chain topology consumes less power than the single-hop
long distance radio communication in cluster topology [Chandrakasan et al., 2002]. In
chain oriented topologies, chains are usually formed considering the minimum dis-
tance from a node in the chain to its successor. On the other hand, while configuring
clusters, distance has never been used as a selection criterion. Simulation results show
that summation of d* values is the minimum for a chain oriented topology compared
to cluster or tree based topologies. As the total energy consumption is directly propor-
tional to the @ / d*, total energy consumption for chain oriented topology is always
lower than other topologies. For example, PEGASIS spends only 70% of total energy
spent by LEACH for 300 rounds of data collection [Lindsey and Raghavendra) [2002].

Energy consumption of the sensor nodes of a WSN should be evenly distributed.
If some nodes spend too much energy to perform a task, by repetition of that task,
those nodes would lose their energy rapidly and die soon. It is apparent from Fig-
ure[2.7|that, in cluster and tree topologies, cluster heads (cluster topology) and parent
nodes (tree topology) handle more traffic than the leader node(s) of chain topology.
As a result, those nodes in cluster and tree topologies deplete their energy faster than
other nodes, and thereby disconnecting the BS from the whole WSN, which might
still have adequate resources and infrastructure. This is the well-known self-induced
black hole effect. Simulations show that nodes closest to the BS are the ones to die out
first for flat mesh routing, whereas nodes farthest from the BS are the ones to die out

first for direct transmission [Heinzelman et al., [2000].
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In-network processing is one of the key mechanisms to improve the energy ef-
ficiency of WSNs. Simulations have shown that it typically requires around 100 to
1000 times more energy to transmit a bit than to execute an instruction [Schurgers
et al., 2002]. Possibilities for in-network processing in WSN include aggregation and
compression, which exploit spatial and temporal correlation in the sensed data, for
performing local compression to reduce global communication to BS by reducing the
overhead of packet headers, by compressing the payload, and by reducing the prob-
ability of packet collisions. For example, the predominant communication in WSN is
converge-cast, i.e., collection of sensed data from multiple sensors at the BS: a kind of
reverse multicast. In addition, coverage-cast aligns closely with the need and capacity

of WSN to perform in-network processing.

In a flat topology, routing paths are not fixed a priori, and hence the opportunity
for the in-network processing is very much limited. In a cluster based topology, where
the cluster members reach the cluster head in a single hop, only the cluster heads can
be used for data aggregation/pre-processing. For a tree based topology, sensor nodes
get more opportunity to aggregate/pre-process data. For example, a parent node can
process the data received from its child node(s). Finally, chain oriented architecture is
inherently amenable to in-network processing. In this topology each single node can
be used for in-network processing of its predecessor’s data. It decreases communica-
tion traffic and communication frequency via data aggregation progressively at each
leader in the chain by processing and filtering the possibly redundant data received
from other chain members. Unlike the cluster topology, the leader of a chain is not re-
sponsible for all data aggregation. Every member of a chain participates in the process
of data aggregation. This actually balances the load among the nodes of a chain and
thus energy consumption is evenly distributed. This is one of the important reasons

why chain oriented topology offers longer lifetime of WSNs.

In summary, chain oriented topology performs best with regard to energy effi-
ciency. On the other hand, flat topology is the least energy efficient topology. Cluster
based topology is ahead of tree based topology in respect of energy efficiency. How-
ever, the energy efficiency of cluster based topology primarily depends on the cluster

formation algorithm.
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2.8.2 Topology comparison based on reliability

Reliability analysis is an important task for the successful operation of WSNs. IEEE
P1451.5 web survey [WSWG, 2002] identified data reliability as one of the most im-
portant parameters in the design of WSNs. Reliability is generally defined as the
probability that the system will perform its intended function under stated conditions

for a specified period of time [Rausand and Hoyland| 2004].
The WSN reliability can be studied for three different scopes of data delivery [Abo-

El-Fotoh et al., 2006], collectively known as the infrastructure communication: a) users
send their interest to a single sensor node, b) users send their interest to a subset of
nodes in a sub-area and the message needs to be delivered to all sensors in the particu-
lar group, and c) users send their interest to the entire sensor network and the message
needs to be delivered to all sensors in the network. There exists another scope of mes-
sage delivery, known as application communication, in which it is sufficient that the
message from sink is reliably delivered to only a group of sensor nodes that together
cover the entire sensor field or the intended area of observation [Tilak et al., 2002].
This is different from the delivery to all sensors in the infrastructure communication

due to the typical redundant deployment of sensors.

Given a single node failure, flat topology reduces the chance of the entire network
failure, because the failure of any node results only in the localized failure, leaving the
rest of the system unaffected. However, when a node becomes obstructed, there is no
alternate path from the associated node to the BS. A flat topology is highly fault tol-
erant as it offers multiple redundant paths throughout the network. If a routing node
fails, or the link between nodes becomes unavailable, the network can automatically
reconfigure itself around the failed component. In a WSN, the degree of redundancy,
and in general the reliability of the network, is essentially a function of node density.
A WSN with flat topology can be deliberately over-provisioned for reliability simply
by adding extra nodes. The addition of redundant nodes also improves the reacha-
bility of WSN by providing multi-hop routes to inaccessible or hidden nodes. Also
if certain environmental or architectural conditions result in poor reliability, it is dif-
ficult or impossible to adapt a point-to-point network like the network with a cluster
topology to increase reliability. In contrast, the WSN reliability can be improved by

redeploying redundant nodes in the affected area.
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Tree topology has the lowest reliability due to the use of only a single direct link
between nodes at successive levels in the hierarchy. For the same hierarchy level,
chain oriented topology offers better reliability than tree based topologies. Clustered
hierarchical topology is a compromise between the two extremes. It is better than
tree/chain oriented topology, as it maintains multi-hop paths, while it has lower re-
liability than flat topology because each communication between nodes at different
clusters must route through affiliated cluster heads. This is to note that, in WSNs, the
residual energy of a node affects the reliability in an indirect way. For example, if the
energy of the cluster head goes down, then the reliability decreases in an exponential
manner. Moreover, energy simultaneously affects the number of normal and critical
faults. As the energy decreases, the number of faults increases [Moraes et al., 2009].
As energy efficiency of chain oriented topology is higher than that of any other topo-
logy, it is possible that energy efficiency of chain oriented topology compensates the

relatively weak reliabilities.

2.8.3 Topology comparison based on scalability and self-organization

WSNs should be scalable to varying sensor density, and should maintain performance
that is independent of the number of nodes or gracefully degrade the performance de-
pending on the number of surviving nodes. Also WSNs will presumably be required
to self-configure into connected networks, and will require different or at least adap-
tive protocols. For example, by allowing the algorithms and protocols to trade off
accuracy and latency with energy dissipation, WSN can be scalable and flexible to the

application requirements that might change over the WSN lifetime.

Self organization helps in maximizing the network lifetime. Nevertheless, self-
organization should be kept in perspective with energy cost and speed. Sometimes
letting a WSN kill its nodes may be more energy efficient than trying to revive it [Lai
et al., 2009]. Self-configuration time involves fault identification, fault localization
and fault recovery phases. Self-configuration time for tree topology can be quite high,
while that for cluster and chain oriented topology take the less time compared to the
time required for tree based topology. In the chain oriented and clustered hierarchical
approaches, the chain leader and the CH respectively can initiate the localized recon-

figuration of the chains and clusters.
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In flat topology, a high number of sensor nodes increases load on the BS, which
results in increased power consumption and complexity. Also, as node density in-
creases, the increase in collisions greatly degrades performance. Further, not all nodes
have enough transmission range or the line-of-sight communication with the BS. It is

difficult to scale flat WSNss to more than a few nodes.

For tree based topologies, self-configuration and scalability are limited up to a cer-
tain number of depths of the tree. After that, WSNs designers should carefully plan
the transmission and duty cycle scheduling of the sensor nodes to avoid the afore-
mentioned negative effects of dense deployment. Therefore, in practice, tree based
topology works well for medium sized networks, but has scalability limitations that

degrade performance for larger or densely deployed WSNSs.

The scalability and self-organization issues of chain oriented topology primarily
depend on the number of chains in the network. Chain oriented topology with a sin-
gle chain (PEGASIS) has the same limitations that tree based topologies have. Mul-
tiple chain oriented topology and clustered hierarchical topologies improve the scal-
ability of the flat networks by assigning leaders / cluster heads to manage the local
neighbourhood of sensor nodes. For example, LEACH and COSEN use localized co-
ordinations to enable scalability and robustness for dynamic networks [Messina et al.,
2007; Fan et al., 2008|]. Furthermore, the adaptive self-organizing capabilities of multi
chain and clustered hierarchical WSNs allow the periodic reformation of hierarchical
chain / clusters of sensor nodes in the event of environmental or topological changes
as sensor nodes fail or new sensor nodes are added to improve connectivity and cov-

erage.

In addition, for scalability, the addressing structures of WSNs are likely to be
quite different; for example, geographic, data-centric, or address-free structures. Dis-
tributed and/or probabilistic assignments of addresses are only unique in a two hop
neighbourhood. For example, address-free architecture [Elson and Estrin| 2001], which
leverages the spatial and temporal locality of WSNs to assign probabilistically unique
identifiers for each new transaction, must only scale with the transaction density of
WSNSs, while a statistically assigned global address space must scale with the total
number of nodes in the WSNs. Hierarchical tree and hierarchical clustered architec-

tures are inherently amenable to a scalable addressing structure where the nodes are
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addressed based on their position in the hierarchy. For example, a node z that is
a member of level-1 cluster y and level-2 cluster x could have an address x.y.z [Beld-
ing Royer, 2003]. Additionally, this scheme allows simple routing protocols with small

foot-prints that are scalable and occupy small memory space.

2.8.4 Topology comparison based on data latency

The WSNs traffic, which is characterized by the interaction with the environment or
generated in response to certain events, is likely to be very different from human-
driven forms of networks. A typical consequence is that WSNs are expected to exhibit
very low data rates over a large time scale, but can have bursts of traffic on the occur-

rence of certain events.

A single-hop-to-sink structure has the least data latency, because there is no delay
due to buffering at routers along the path. However, this structure is not scalable,
and there may be more loss due to collisions as the network density increases. Flat
topology networks have higher data latency than the single-hop-to-sink structure but
lower data loss, because keeping the transmission power lower reduces the packet
collision rates. Depending on the number of nodes and the distance between them,
a flat topology network may endure increased latency as a message moves along a
multi-hop route to the BS. In addition, a flat topology network can cause the nodes
which are closer to the BS to overload with the increased node density. Such overload
causes a high latency in communication, and in the worst case, creates a black hole of

overloaded (or dead) nodes around the BS.

In hierarchical tree topology, as the data moves from the lower level to a higher
level, it moves a greater distance, thus reducing the travel time and data latency. How-
ever, as the distance betwen cluster levels increases, the energy dissipation, which is
proportional to the square of distance, increases. Lindsey and Raghavendra [2002]
propose a metric by (energyxdelay), and present a chain oriented scheme that at-

tempts to balance the energy and delay cost for data gathering from WSNs.

Clustering is a design approach to minimize energy consumption, and to mini-
mize data latency. In clustered hierarchical topology, only CH (along the hierarchy)
performs aggregation, whereas in chain topology, each intermediate node performs

data aggregation. As a result, clustered hierarchical architecture has lower latency
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than chain topology. Nevertheless, individual packet latency may not be an important
criterion due to the inherent redundancy (caused by spatial and temporal correlation

in the sensed data) in the transmitted packets.

2.8.5 Topology comparison based on overhead and efficiency

Flat topology produces the maximum number of packets for routing. In a flat topo-
logy, because of flooding, a node can receive multiple copies of the same data from
different nodes. On the other hand, in cluster based topology, the cluster heads re-
ceive data from all members of the cluster. In tree topology, a parent node receives
data from its children node(s). But in a chain oriented topology, a node in a chain
receives data from only one node. If a sensor node always receives data from a sin-
gle node instead of multiple nodes, the sensor node’s communication overhead is

reduced by-

i) reduced information flow
ii) reduced processing time for example, decoding the sources

iii) reduced queuing time and space requirements for buffering

Typically, communication overhead is defined as the ratio between the number of
control bits and number of bits in a data packet. The control bits convey different in-
formation, such as where the information was originated and where it is being sent
to, or any other information that is not actually the payload. If a node always receives
data from a single node and sends its data to another node, less number of control
bits are required for these control bits (for example, addressing a large group requires
higher number of bits while addressing a small group requires lower number of ad-
dress bits). Thus, a single sender/receiver reduces communication overhead.Thus, in
terms of communication overhead, chain oriented topology performs better than any
other topologies. Tree based topology performs better than cluster based topology,

which in turns, performs better than flat topology.

In terms of topology management overhead, flat topology is the best, because flat
topology does not need to maintain any structure. Thus this topology does not need to

disseminate topology control messages. Tree based topology, on the other hand, has
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the largest number of control message overhead to maintain the tree structure. Cluster
based and chain oriented topologies also have control message overheads, but much

less than that of tree based topology.

2.8.6 Topology comparisons at a glance

Table2.3|summarizes the comparative analysis of the four topologies. The topologies
are compared using ten performance metrics. Each topology is marked out of 4 for
each evaluation metric according to their performance in regard of the corresponding
metric. Finally, the points for each evaluation metrics of each topology are added.
The totals, which indicate the overall performance, for each topology are shown at

the bottom row of the table.

In the point system used in Table 4 means excellent, 3 means good, 2 means
fair, and 1 means poor. Depending on the design structure of a topology, some fields
of the table may have a point presented as x to y, where x is the minimum point, and
y is the maximum point. For example, with regard to latency, single chain oriented
topology shows fair results (thus receiving 2 out of 4), whereas multi-chain topology
shows excellent results (thus receiving 4 out of 4). These points used here are entirely
relative. For example, with respect to energy consumption, cluster based topology is
better than flat topology, but not as efficient as chain oriented topology. Note that this
point system is used for the purpose of easy understanding; this does not provide a

standardized measure for comparison.

Table [2.3|shows that chain oriented topology scores the highest among four topo-
logies, whereas flat topology scores the lowest. Cluster based topology performs bet-
ter than tree based topology. However, this topology is not as efficient compared to
chain oriented topology. Nevertheless, there are some areas in chain oriented topo-
logies, such as energy distribution, scalability, latency etc. where special attention
should be paid by the designers to make the topology more efficient. Furthermore,

chain construction can be made more energy-efficient.

From the above discussions, it is found that chain oriented topology performs
better than any other topology, and still there are many scopes to make this topology
even better. For this reason, this thesis chooses chain oriented topology, and aims to

construct an efficient chain oriented logical topology.
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Table 2.3: Comparison of different topologies

Evaluation metric Flat | Cluster based | Tree based | Chain oriented
Total energy consumption 1 3 2 4
Energy Distribution 1 2 2 3
Load distribution 3 3 3 4
Redundant Communication 1 4 4 4
Data reliability 4 3 3 2to3
Scalability 2 4 3 2to4
Latency 4 3 3 2to4
Network Connectedness 1 3 3 3
Lifetime 2 3 3 4
Topology management overhead | 4 3 2 4
Overall Scores (Out of 40) 23 31 28 32 to 37

2.9 Summary

In this chapter, different topologies, which are used for designing different protocols

by the researchers, are identified. The topologies, namely flat, cluster based, chain ori-

ented, and tree based topologies, are discussed in detail. This chapter also discusses

different performance metrics of WSN topologies. Defining a system model, all topo-

logies are compared against each other using these performance evaluation metrics.

From the discussion of this chapter, this thesis argues that chain oriented topology is

the most promising topology among all topologies described in this chapter. More-

over, there are some provisions to make the chain oriented topology perform even

better. As a result, chain oriented topology is chosen as the target topology for this

thesis. In the next chapter, a model of chain oriented topology is proposed.



Chapter 3

Multi-Chain Oriented Logical
Topology

3.1 Preamble

In Chapter [1} it is argued that the constraint minimizing problems of WSNs should
be addressed from the topological point of view. Additionally, Chapter [2| discusses
the potentiality of the chain oriented topology as a candidate topology in this regard.
In this progression, this chapter proposes a variant of chain oriented logical topology.
The main aim of this study is to design a logical topology, so that the proposed topo-
logy retains the advantages of the chain oriented topologies, and at the same time,

overcomes the problems of the chain oriented topology.

Chain oriented topology facilitates the minimizing of different constraints of WSNs
in many ways. For example, energy consumptions by the sensor nodes can be greatly
reduced by the chain oriented topology [Pham et al., 2004; |Shin and Suh) 2008; Sata-
pathy and Sarma, 2006]. For data fusion/aggregation, chain oriented topology offers
substantial advantages by the logical structure of the sensor nodes [Luo et al., 2011;
Wu et al., 2009]. It is also possible to obtain collision-free transmissions using a chain-
oriented topology [Yoo and Kim| 2007]. Other WSNss requirements, such as connec-
tivity, robustness, scalability, responsiveness, and reliability can also be enhanced by

the chain oriented topology.

To achieve the above mentioned facilities, careful designing of chain oriented topo-
logy is essential. Designing a logical topology for WSN needs to be considered from
different perspectives, namely i) Resource oriented considerations, such as energy

consumption and time requirement, ii) Networking related considerations, such as
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connectivity, robustness, and reliability, iii) Data centric considerations, such as data
collection strategy, data aggregation facility, iv) Architecture oriented considerations,
such as scalability, task orientation, and light weighting, and v) Network manage-
ment considerations, such as fault detection, performance management etc. All these

aspects are taken care of in designing the proposed logical topology.

The rest of the chapter is organized as follows. Section [3.2| discusses the consid-
erations for topology design. Section then describes the existing chain oriented
topologies, and discusses the observations of different chain oriented topologies. Sec-
tion 3.4 presents the detailed description of the proposed topology. This section also
describes different terminologies, and their definitions. Furthermore, this section pro-
vides discussion of different topology designing issues, the workflow and the com-
munication abstraction of the proposed topology. Section 3.5 presents the discussion
regarding the network management issue for the proposed topology. Section 3.6/eval-
uates the performance of the proposed topology. Finally, the summary of this chapter
is provided in Section 3.7}

3.2 Considerations for Topology Design

This section provides detailed descriptions of different design aspects, which are con-

sidered in constructing the proposed logical topology.

3.2.1 Hierarchical structure

The first issue to consider in designing the proposed logical topology is the structure
of the topology, i.e., whether the topology should be hierarchical-structured or not.
A hierarchical structure has many advantages over a non-hierarchical structure. For
example, a hierarchical network structure can reduce the length of time for transmit-
ting messages between two very far nodes in a sensor network. The structure requires
that some capable sensors act as local leaders/cluster heads to interface with the out-
side world. Additionally, the grouping/clustering of sensors can also aggregate and
process data locally to reduce communication load in the network. However, this
solution may not be energy efficient. It is well known that, given two nodes, the

radio transmission power required at the transmitter end is exponentially propor-
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tional to the distance from the receiver [Rappaport, 2002]. For hierarchical structures,
leaders/cluster heads need to use exponentially more power to relay messages be-
cause they decrease the number of intermediate nodes, and consequently have to deal
with longer distances. Although a hierarchical structure is not energy efficient the-
oretically, it is an advantageous choice for a large-scaled dense sensor networks for
several reasons. The exponential effect is not significant as the distances within a
dense environment are limited. Furthermore, by careful rotation of leaders/cluster
heads, a balanced energy dissipation state can be achieved, where some sensors can
afford to consume more energy. In contrast, multi-hop communication without a hi-
erarchical structure consumes energy among all participant sensors in an unplanned
way, which results in faster energy exhaustion of sensors with lower energy capacity.
With local leaders/cluster heads taking more responsibility, energy can be saved for
energy-constrained sensors, which extends the lifetime of the overall network. For

this reason, hierarchical structure is chosen for the proposed topology.

3.2.2 Resource oriented considerations

Designing topology for resource-constrained sensor network requires careful consid-
eration about the consumption of resources, which include energy, time, processing
capability, memory requirements etc. Obviously, the first consideration should be the
energy. It is shown in Chapter 2| that chain oriented topology greatly reduces energy
consumption. This section, therefore, does not repeat comparing different topologies
with respect to the consumption of energy or other resources. However, this section
discusses and identifies various scopes, using which resource utilization of chain ori-

ented topology can further be improved.

The aim of the resource oriented consideration is not only to save energy, but also
to ensure that energy dissipation is evenly distributed. As the chain leaders under-
take more tasks and long distant communications, they deplete energy more rapidly
compared to other nodes in the network. Thus, it is important to change the role of the
leader often, so that the load of leader is distributed among many nodes. On the other
hand, very frequent changing of the role of chain leaders actually diminishes the per-
formance of chain oriented sensor networks. At the same time, energy consumption

also increases, because of the increment of control message passing regarding the new
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leaders, and their selection procedures. Thus, determining the time to change the role

of leader is very crucial.

Another important resource related issue is the time required by the network to
perform an operational round. If the sensors of the network construct only one chain,
latency becomes very high. This is because each sensor node needs to wait for the
data from its predecessor node. This latency can be reduced by constructing multiple
chains using the sensor nodes. Multiple chains in the network introduce parallelism
to a certain extent. This phenomenon directly recommends the use of multiple chains,
instead of a single chain. Multiple chains are advantageous compared to a single
chain not only for decreasing the latency, but also for receiving other facilities, such
as scalability, flexibility, and ease for management. For these reasons, the proposed

topology uses multiple chains instead of a single chain.

3.2.3 Networking related considerations

Connectivity, robustness, and reliability are the most import issues from networking
related considerations. In sensor networks, one of the main concerns is that sensor
nodes can die anytime, and because of wirelessness, the probability of missing a mes-
sage is high. The topology should take care of the communication model whenever a

sensor node dies or is not responding.

Connectivity, robustness, and reliability are directly related to the distance be-
tween two nodes which communicate wirelessly. For a pair of nodes with a short
distance between them, higher values of connectivity, robustness, and reliability are
achievable than in a pair of nodes having a longer distance. This motivates to se-
lect the closest node as a neighbouring node along the chain. However, adopting
the greedy method of choosing the nearest neighbour always results in producing
few longer links at the end of the chain formation phase. On the other hand, brute-
force search for searching neighbour nodes are not suitable for WSNs, because of the
scarcity of processing power and the memory. Thus, in designing the chains for the
proposed topology, the emphasis is given to keeping the chains shorter, as well as

maintaining lower time complexity and memory complexity of the algorithm.
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3.2.4 Data oriented considerations

WSNs are very much data oriented. Usually WSNs are deployed to collect environ-
mental /monitoring data. Thus, data related considerations during the designing of
the topology are very crucial. The two most important issues of data related con-
siderations are data collection, and data aggregation. These issues are considered in

designing the proposed topology, and the discussion is provided below.

Data collection. According to the system model, based on which the multi-chain
oriented logical topology is proposed, sensed data are continuously/periodically col-
lected at all of the sensor nodes, and forwarded through wireless communications to
a central BS for further processing. Sensor data collection requires that all sensing
data are correctly and accurately collected and forwarded to the BS. This is because,
sometimes, the processing of the data needs the global knowledge, and is much more
complex. This feature thus prevents using data aggregation/fusion techniques which
are usually used to enhance the network performance. As a result, the major traf-
fic in sensor data collection is the reported data from each sensor to the BS. Such a
“many-to-one” traffic pattern, if not carefully handled, causes high unbalanced and
inefficient energy consumption in the whole network. For example, the energy hole
problem is reported and discussed in [Stallings,|1999]], where sensor nodes close to the
BS are depleted quickly due to traffic relays and create a hole shape area that leaves

the remaining network disconnected from the BS.

Figure 3.1| depicts an example of such a scenario. One possible solution to allevi-
ate the issue of uneven energy dissipation is avoiding construction of complex chains,
where two or more nodes send their data to a single node. Another way is to exclude
the set of sensor nodes from doing the same task repeatedly. In the proposed logical

topology, these matters are taken into consideration.

Data aggregation. Besides considering the data collecting technique, another im-
portant issue to consider is data aggregation. The information gathered in a sensor
network is highly correlated, due to a spatial and temporal correlation between suc-
cessive measurements. Exploiting the data-centricity and the spatial-temporal cor-

relation characteristics allows the application of effective in-network data aggrega-
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Figure 3.1: Uneven energy dissipation by sensor nodes.

tion techniques, which further improve the energy-efficiency of the communication in
WSNis [Xibei et al., 2010]. Aggregation can eliminate the inherent redundancy of the
raw data collected and, additionally, it diminishes the traffic in the network thereby
reducing congestion and induced collisions [Macedo)| 2009]. Thus, data aggregation
policies are adopted in WSNs to increase the lifetime of the network. However, de-
signing aggregation points for data aggregation needs careful attention. Data aggre-
gating points consume more energy in processing the aggregation method, and an
unplanned, non-distributed aggregation points can drastically affect the lifetime of
the network [Chen et al, 2006]. In designing the logical topology and its communica-

tion model, these data aggregation related issues are considered.

3.2.5 Architecture oriented considerations

The architecture of wireless sensor networks needs to accommodate the following

three characteristics:

Scalability. Large-scale wireless sensor networks rely on thousands of tiny sen-
sors to observe and influence the real world [Akyildiz et al., 2002]. These sensors do

not necessarily need to be active at all times, so sensors can be dynamically added
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to or removed from the network [Iian and Georganas,|[2002]. A durable and scalable
architecture would allow responses to changes in the topology with a minimum of up-
date messages being transmitted. Another important feature of chain oriented WSN5s
that affects scalability is the number of nodes in a chain. If there is a single chain in the
whole network, the topology is subject to poor scalability. On the other hand, multiple
chains in the network can solve the scalability problem. However, all the chains in the
network should be of similar length. Therefore, in designing the proposed topology,

the lengths of multiple chains are kept similar.

Task Orientation. The sensor networks are always correlative with tasks at the
current stage. The tasks of wireless sensor networks range from the simplest data
capturing and static-nodes to the most difficult data collecting, mobile-node sensor
network [Chong and Kumar, 2003; Akyildiz et al., 2002]. The sensor networks for
different tasks behave totally differently sometimes. The software structure should be
reasonably optimized and tailored, according to a predefined task-set of each node, to
be adapted to this distinction. Thus, the proposed topology divides all the deployed
nodes in the hierarchical structure, assigns specific tasks to each node, and gives a

communication abstraction, through the use of which other protocols can be designed.

Light Weighting. The computing and storage capabilities of sensor nodes are very
limited. Lightweight operations, such as data aggregation, reduced message size, and
a piggyback acknowledgment mechanism, must be applied to the architecture. In
designing the communication abstraction of the proposed logical topology, this notion

is considered.

3.2.6 Network management considerations

Large-scale wireless sensor networks are composed of hundreds or thousands of sen-
sor nodes. For this reason, effective management of WSNs is a big challenge. Network
management includes fault management, configuration management, security man-
agement, performance management, and accounting management [Stallings, [1999].
In particular, most wireless sensor nodes are powered by battery rather than external
power, so that energy conservation is a key issue for the design and implementation
of wireless sensor networks. Consequently, energy management becomes a special

and important aspect of wireless sensor network management.
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Effective management requires a practical architecture that is optimized to the fea-
tures of wireless sensor networks and satisfies the requirements of wireless network
management protocol. Therefore, the logical topology is built in such a way that it can
be used as the underlying architecture by the network management scheme. Once
the architecture of the network management scheme is constructed, various issues of
network management scheme, such as primitives, functionalities, Management Infor-
mation Base (MIB) etc. can be designed easily. Since both the logical topology and the
network management scheme use the same architecture, this phenomena can assist to
assess a system’s resource requirement, response time, and performance patterns and

anti-patterns with the help of a performance model [Smith and Williams), [2003]].

3.3 Different Existing Chain Oriented Topologies

Chain oriented topologies have been used by the researchers in designing various
protocols, among which data broadcasting protocols, data collection/gathering pro-
tocols and routing protocols are the major instances. Chain topologies are mainly
used in these protocols to reduce the total energy consumption, and thus to increase
the lifetime of the network. This section discusses different protocols, which use chain

oriented topologies.

Lindsey and Raghavendra present several chain oriented data broadcasting and
data collection/gathering protocols for sensor networks [Lindsey et al., 2001} |Lindsey
and Raghavendra,2002]. They investigate broadcast problems in sensor networks and
adopte a chain oriented approach for situation awareness systems, where networked
sensors track critical events via coordination. They propose a linear-chain scheme
for all-to-all broadcasting and data gathering. They also propose a binary-combining
scheme for data gathering which divides each communication round into levels in or-
der to balance the energy dissipation in sensor networks. For broadcasting, the linear-
chain scheme starts data transmission with a packet at the beginning of a chain. Each
node along the chain attaches its own data to this packet. Eventually, information of
the whole network reaches the end of the chain. The same procedure runs in the re-
verse direction to complete all-to-all broadcasting. The linear-chain scheme can also
be applied to gather data in sensor networks. To gather data, each node senses and

transfers information along the chain to reach one particular node which will send
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(@) chain formation using greedy (b) Data fusion at the leader node, and
method transmitting it to BS

Figure 3.2: PEGASIS protocol chain.

data to a remote BS. Such a scheme is named as PEGASIS [Lindsey and Raghavendra,
2002].

PEGASIS is the first protocol which uses chain oriented topology for periodic data
collection from the target field. PEGASIS forms a chain of the sensor nodes and uses
this chain as the basis for data aggregation. In PEGASIS, the chain is formed using a
greedy approach, starting from the node farthest to the sink. The nearest node to this
is added as the next node in the chain. This procedure is continued until all the nodes
are included in the chain. A node can be in the chain at only one position. Figure[3.2{a)
shows the chain creation method. In this figure, the node CO lies furthest from the BS,
chain construction starts from the node C0, which connects to the node C1, because
C1 is the closest node to C0. Further, the node C1 connects to its closest node C2; the
node C2 connects to the closest node C3, and so on. In this fashion a chain C0-C1-
C2-C3-C4-C5 is created. Figure [3.2(b) shows the data collection strategy adopted by
PEGASIS. In the constructed chain, a leader node for each round is selected randomly.
The authors argue that randomly selecting head node provides benefit, as it is more
likely for nodes to die at random locations thus providing robust network. All nodes
send their data to the leader node, and then, the leader node sends the data to the BS.
For example, in Figure 3.2b), C3 is selected as the leader node. The node C5 passes
its data to the leader node C3 via the node C4.

PEGASIS suffers from several problems. First, in this protocol the role of the leader
node changes in every round of data collection. This causes extra overhead. Moreover,

when a node is selected as the leader, the protocol considers neither the distance of
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the node from the BS, nor its energy level. Additionally, the chain in PEGASIS is
constructed by a greedy algorithm. Using this chain causes some problems, such as
unexpected long transmission time, and non-directional transmission to the BS. These
problems affect the energy efficiency adversely. All nodes in sensor networks transmit
their data in order. Therefore, the delay increases linearly as the number of nodes
increases. Thus, PEGASIS is not scalable for large-scale WSNs. PEGASIS also causes

redundant transmission of data, because in PEGASIS there is a single leader.

To resolve the delay problem of PEGASIS, a 3-level PEGASIS [Lindsey et al., 2002b|]
is proposed. In 3-level PEGASIS, the chain is cut into several chains. Each chain has
a leader which gathers data from its neighbours and sends aggregated data to the
upper level leader. The delay may decrease with 3-level PEGASIS. However, 3-level
PEGASIS raises wireless interference problem because it does not consider the relative
location of nodes. Another problem is that unexpected long transmission may occur
because the leader of a chain sends a packet to the upper leader or the sink node by

one hop transmission.

Du et al|[2003] provide an algorithm for constructing the energy efficient chain
called minimum total energy (MTE) chain. These chain construction algorithms use
centralized approaches for constructing the chain and elect the leader node for trans-
mitting data back to the sink by taking turns. However, if the remaining energy of
each node is not taken into account in the leader election, the nodes with low remain-
ing energy will easily run out of energy, leaving just a small number of survival nodes

performing the sensing task. From the viewpoint of network lifetime, this is not ideal.

Both PEGASIS and MTE approaches use centralized chain construction. Firstly,
their transmission cost calculation based on distance may not reflect the exact cost in
different practical environments due to radio irregularity as indicated in [Liu et al.,
2008]. Secondly, these centralized approaches may not scale well for large network
or large number of nodes. Moreover, after some time, nodes far away from the sink
easily run out of battery since they consume more energy to transmit to the sink as a

leader.

PAC [Pham et al., 2004] addresses these issues by constructing the chain using
a distributed algorithm. PAC is a chain oriented routing scheme, and here the dis-

tributed algorithm presented for constructing the routing chain is based on the min-
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imum cost tree. In this protocol, the transmission cost is calculated based on the re-
ceived signal strength between nodes. Therefore, it does not require global knowl-
edge of nodes’ location information and provides more accurate communication cost
calculation among nodes under different practical deployment environments. The
proposed power aware mechanism for leader node election in the chain ensures more
uniform energy consumption among nodes. Thus, in PAC, all nodes die approxi-
mately at the same time, which provides better active network operation time than
the case where there are only a few nodes still functioning while almost other nodes
have died. However, the problem of PAC is that it constructs a single chain, which
causes delay in gathering data from all the sensor nodes of the network. This proto-
col also requires very high processing complexity for a large network, and thus is not

applicable for a large-scale WSN.

In this chapter, a multiple-chain oriented topology is proposed. That means, mul-
tiple chains are constructed using the deployed sensor nodes in the target field. The
chains are constructed in a way to solve the above-mentioned problems of different
chain oriented protocols. Furthermore, a network management protocol is associated
with the proposed logical topology, so that the network can be managed in such a way

as to contend with the resource constraints of WSNs

3.4 Description of the Proposed Topology Construction

This section describes the proposed multi-chain oriented logical topology in detail.
The section is divided into several subsections. First,[3.4.1]describes the basic structure
of the proposed topology. Section[3.4.2]describes different phases in the proposed log-
ical topology construction. Chain construction algorithm for the proposed topology is
discussed in[3.4.3] Section [3.4.4]discusses the leader selection principles. In designing
the proposed topology, various issues arise, such as the number of hierarchical lay-
ers, number of chains in the system, number of nodes in a chain, time to change the
leaders, etc. These issues are discussed in Section Finally, the communication
abstraction of the proposed topology is discussed in [3.4.6]
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CC1

(a) Simple chain (b) Complex chain

Figure 3.3: Types of chains - simple chain and complex chain.

3.4.1 Basic structure of the proposed logical topology

The features of the basic structure of the proposed logical topology are listed below.

i)

ii)

iif)

vi)

All the deployed sensor nodes in the target field take part in the logical topology

construction process.

The proposed logical topology consists of multiple chains. Hence, the topology is

called multi-chain oriented topology. These chains are called lower-level chains.

All the chains of the proposed topology are simple chains, rather than complex
chains. A simple chain is defined as a chain where each member node of the
chain has, at the most, two neighbouring nodes. On the other hand, a member
node may have more than two neighbouring nodes in a complex chain. Fig-
ure [3.3|shows an example of both simple chain and complex chain. Note that, in
Figure|3.3|the member node C; has four neighbouring nodes - Ci, C3, C4, and Cs.

In a lower-level chain, the distances between any two successive nodes are called
links. Thus, a chain that consists of n number of sensor nodes has (n— 1) links.

The sum of these (n — 1) links is called the length of that chain.

The length of each chain of the proposed topology is similar. As it is assumed that
the sensor nodes are deployed randomly in the target field, constructing multiple
chains having exactly the same length may not always be possible. However,
the proposed logical topology creates similar lengths of chains to avoid uneven

energy consumptions by the chains of dissimilar lengths.

For each chain, a member node of the chain is elected as a leader of the chain.

These leaders are called lower-level leaders.
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Lower level chain ======| Higher level chain

@ Lowerlevelleader @ Higher level leader

------- » BS receives data from the higher level leader

Figure 3.4: A sample model of the proposed topology.

vii) The lower-level leaders construct a higher-level chain. Similarly, a member node
of the higher-level chain is elected as the leader of the chain. The leader is called

the higher-level leader.

A sample architecture model of the proposed logical topology is depicted in Fig-
ure This figure shows the logical topology using two hierarchical layers.

3.4.2 Different phases of the proposed topology

The proposed logical topology can be described using three phases, namely i) topo-
logy formation phase, ii) steady state phase, and iii) topology update phase. Figure[3.5]
demonstrates these phases with respect to a timeline. Additionally, Figure 3.6{demon-

strates the transitions among different phases.

At the initial stage of the sensor deployment in the target field, the topology forma-
tion phase starts. This phase takes place only once. After that, the steady state phase
and the topology update phase come in turns. At the beginning of the topology for-
mation phase no sensor nodes knows about any other sensor node in the target field.

Each of the deployed sensor nodes then reports its individual characteristics to all
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Figure 3.5: Timeline of the proposed topology.
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Figure 3.6: Transitions of different phases of the proposed topology.

of its neighbouring sensor nodes using broadcasting. A sensor node, receiving broad-
casted messages by its neighbouring nodes, calculates the distances between itself and
the neighbouring nodes. Additionally, each sensor node aggregates the reports it col-
lects from its neighbouring nodes. After reporting, all the sensor nodes negotiate with
their neighbours and construct several chains. When the chain constructions finish,
lower-level leaders are elected for each chain. Each lower-level chain then broadcasts
the topology, describing the member nodes, successor-predecessor lists, and TDMA
allocations. At this point, the topology formation phase is ended, and the deployed

sensors are ready for their normal operation.
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At the end of the topology formation phase, the steady state phase begins. In this
phase, the sensor nodes start their normal operation. Without the loss of generality, it
can be assumed that the sensors are deployed in the target field to collect some data.
The steady state consists of several number of rounds. A round begins whenever
the sensor nodes start their sensing. A round finishes when the higher-level leader

collects all sensed data via the lower-level leaders, and then sends the data to the BS.

After the end of a fixed number of rounds in the steady state, the topology update
phase takes place. The tasks of this phase are to maintain the topology, such as se-
lection of new lower-level leaders, construction of a higher-level chain, selection of a

higher-level leader, and reconstruction of chains, if necessary.

3.4.3 Chain construction algorithm for the proposed topology

The proposed chain construction algorithm consists of three steps, namely i) gener-
ating the shortest-path chain, ii) link exchange, and iii) pruning. Step one generates
an initial single chain which is derived using the Kruskal minimum spanning tree al-
gorithm. This initial chain may not be optimized, because of the existence of some
cross links. At steps two and three, these cross links are removed, the chain is recon-
structed and pruned to multiple chains. The chain construction algorithm is depicted

in Figure Detailed descriptions of the steps are provided below.

Step 1. Configuring the initial chain. This step generates an initial chain, which
is derived from the Kruskal minimum spanning tree algorithm by giving an addi-
tional constraint of a maximum degree of 2. This algorithm selects a link, one by one,
through a specified routine. Since links are selected as long as a loop does not oc-
cur, several complex chains (see Figure[3.3(b)) can be generated during generating the
chain. When some links are formed, the next link is the shortest link among links that
connect those nodes whose degree is under 2. However, the two end nodes are not

included in a same sub-chain.

Step 2. Link Exchange. For large number of nodes, there is a very possibility

IThe chain construction algorithm, depicted in Figure employs rigorous computations. It is as-
sumed that the computations are performed at the base station, since the computational complexity may
not be feasible for resource-constrained sensor nodes. However, the sensor nodes take part in topo-
logy construction by gathering neighbours information and aggregating them. When the base station
completes the calculation it broadcast the topology to all sensor nodes.
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Step 1
A={1,2,3, ..., N}/ set of sensor nodes

SH = ¢ Il set of links L(i, j)
Assign C[{][j]= C;
for (Vi e A) nodel[i].peer_leaf =i
repeat until 4 contains two elements
// there would be two leaf nodes in the initial chain
Find i and j that minimize C[i][/]
such that ((i, j € 4)&(i # j )&(nodel[i].peer_leaf # j))
construct_chain(i, )

Procedure construct_chain(i, j)
place (i, ) in SH
node[node[i].peer_leaf].peer_leaf= node[/].peer_leaf
node[node[j].peer_leaf].peer_leaf= node[i].peer_leaf
if (node[i].peer_leaf # i) remove i from 4
if (node[/].peer_leaf # i) remove i from 4

/I SH contains all the links that constitute the initial chain

Step 2
do

Start tracing the chain starting from any leaf node.
Find crossed links (w, x) and (y, z)
if (C(x, y) + C(w, z) < C(w, x)+C(y, 2))
SH=SH — (w, x), (¥, Z)
SH=SH+ (x,y), (W, z)
until all nodes are traced

Step 3
Divide the chain constructed after step 2 into multiple chains with

similar number of nodes in each chain

Figure 3.7: Chain construction algorithm.

that the initial chain generated after step 1, includes some cross links (see Figure [3.8).
In this step, cross links are removed, and the chain is pruned to multiple chains.
Cross link removal process takes place when there is available links, whose lengths

are shorter than that of cross links. This process is called link exchange.

In Figure the nodes are numbered from 1 to n. In this figure, dotted lines
represent sub-chains that are consisted of several links. The solid lines in this figure
represent a single link. When the process of link exchange occurs, the order sub-
chain from i+ 1 to j is reversed. To exchange two links of the chain as from (i,i+ 1)
and (j,j+1) to (i,j) and (i+1,j+ 1), the following condition should be satisfied:
C(i,i+1)+C(j,j+1) >C(i,j)+C(i+1,j+ 1) where C(i, j) denotes the length of the
link (i, j).
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Figure 3.8: Link exchange. Crossed links are replaced by new links.
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Step 3. Pruning. At the end of the link exchange, an optimal chain is generated.
To create multiple chains from this optimal chain, each node of this chain is traced,
starting from the farther end of the chain from the BS. Tracing process takes place
from one node to its neighbouring node until the number of nodes traced is equal to
Cn. Here, Cy is the optimal number of node in a chain. (The discussion about Cy value
is be presented shortly.) At this point all the nodes are which are already been traced
are pruned from the initial chain. This pruning process continues until all the nodes

of the initial chain are traced.

3.4.4 Leader nodes selection

Given a chain structure, leader scheduling is to determine which nodes play the role
of leaders in operational rounds. The goal is to prolong network lifetime, i.e., to max-
imize the number of operational rounds. The following discusses the general issues

about selecting leader node(s) in respect to power consumption.

Suppose any node in a chain can be elected as a leader, and the leader is respon-
sible to send the aggregated data to the BS. The maximum number of operational
rounds that can be achieved before any node exhausts its power is analysed first.
Without loss of generality, it can be assumed that nodes in the chain are numbered
sequentially as 1,2,...,n. Let ¢; be the energy consumed by the node i in transmitting
a data message to the BS. Let p; j = kEjec + k€amp (d (i, i) be the energy consumed by
the node i, and e, = kE,,. be the energy consumed by the node j when the node i
transmits a k-bit message to the node j. When some node i is selected to be the leader,

every node numbered j < i (if any) expends p; ;11 energy in sending data to the node
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Jj+1, at which energy e, is consumed to receive the data. Likewise, every node num-
bered k > i (if any) expends p; -1 to send data to the node k — 1, where energy e, is
expended in receiving the data. The leader transmits the collected data to the BS, con-
suming energy e;. Suppose that, every node i is scheduled to be the leader x; times.

Table 3.1|shows the energy expense of every sensor node in this case.

Table 3.1: Energy consumption by different nodes while acting as a leader

Node ID Energy spent to | Energy spent to | Energy spent to receive neigh-
send message to | send message to | bour’s message
the BS neighbours
1 €1x| P12Yr%, erX
i€{2,3,...,n—1} eix; Pii—1 Zi-;ll xXj + | er (Zj;ll Xj+2x; +Z?:i+1 xj>
Pii+1 Zj:,'HXj
N €nXn Prn—1 27;1] Xj €rXn

x; : the number of times node i is selected to be the leader.
e; : the amount of energy consumed in transmitting message from node i to BS.

pi,j: the energy consumed by i in transmitting a message to j.

e, : the energy consumed by any node in receiving a message.

The optimal leader scheduling problem is to find a positive integer values of x;’s

such as to maximize ) ; x; subject to the following constraints:

E| > (e1+e:)x1 +pi12x2+pi12x3+ ... +p12X,

E; > (Pii—1+e)x1 +...+ (Pii-1 +e.)xi—1 + (e; +2e,)xi + (Piiv1 +er)Xip1 + ...+ (Piit1 +er)xy

E, > Pn,n—1X1 + Pn,n—1X2 +...+ (en + er)xn

where E; denotes the amount of energy that node i initially has.
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These constraints can be formulated as

Xy E;
X2 E2
A X3 < E;
Xp E,
where
el ter P12 P12
p21+e ex+2e - pr3te
A= pirte, pinte - prate
Pnn—1 Pnn—1 s epte

Thus, the problem turns out to be a linear programming problem. Round robin
leader scheduling equalizes the values of x;’s, which is generally far from optimal.
The authors of PEGASIS also proposed an improvement on round robin scheduling
in [Lindsey et al., 2002a]. This approach sets up a threshold of distance, and nodes
are not allowed to be leaders if their distances to their neighbours along the chain are
beyond the threshold.

From the above discussion, it is found that achieving optimal results in leader
selection is a computationally rigorous task. Thus, instead of finding an optimal so-
lution, the proposed topology uses a simple rule called Maximum Residual Energy
First (MREF) for leader selection. This simple algorithm gives near optimal results for
a lower number of nodesE] As in the proposed topology, there are only a few num-
ber of lower-level leaders; this algorithm perfectly suits for selecting a higher-level
leader. As the name suggests, MREF selects the node that has the maximum residual
energy to be the leader for network operations. Residual energy information can be
piggybacked with data messages as a part of the aggregated data. If every lower-level
leader attaches its own energy level to data message and lets the BS find the maximum

value, it will incur an additional O(n) overhead on every message. A better approach

2Simulation results show that for a 100 sensor node network using MREF algorithm spends around
0.18% more energy after 500 operational rounds than a network which uses linear programming to select
the leader. However, the rigourous calculation may not be suitable for resource-constraint sensor nodes.



3.4 Description of the Proposed Topology Construction 71

is to let every lower-level leader compares its energy level with that attached with in-
coming data message (if any) and send only the large one. The message overhead in
this process is only O(1).

For the lower-level leaders, the same selection procedures can be followed. How-
ever, since the communications of the lower-level leaders are not as energy intensive
as for higher-level leader, it is proposed not to change lower-level leaders as frequently
as higher-level leader. The benefits of using a slightly larger duration for selecting
lower-level leaders are i) less communication overhead, ii) reduced required time for

leader selection at every round, and iii) maximum utilization of higher-level chain.

3.4.5 Design issues of the proposed logical topology

While designing the proposed logical topology, different issues need to be discussed.
Some of them are design issues, such as the number of chains in the system, the num-
ber of nodes in a chain, time when the leaders should be changed or the chains should
be reconstructed /updated. Other issues are regarding the network management, such
as arrival of a new node, or dead / aberrant nodes etc. These issues are discussed be-

low.

A. Total number of chains in the system

The system can determine, a priori, the optimal number of chains (lower-level) to have
in the system. This depends on several parameters, such as the positions of the sensor
nodes, and the relative costs of computation versus communication. The proposed
topology was simulated for a data collection application using a network where 100
sensor nodes were randomly deployed. The value of the radio parameters of trans-
mitter and receiver electronic that were used in the simulation are E;x_jec = ERx—eclec =
Eelec = 50 nJ/bit. The transmit amplifier was assumed 100 pJ/bit/ m?>. A computa-
tion cost of 5 nJ /bit/message to fuse 2000-bit messages were further assumed. In the
experiment, the number of chains in the system was varied gradually to observe its
impact on energy consumption, and delay. Figure 3.9/ shows how the energy dissi-
pation in the system varies as the number of chains in the system are changed. Note
that, zero chain means no lower-level chain is constructed. Thus there would be no

higher-level chain as well. In this situation, each sensor node directly transmit its
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sensed data to the BS. Also note that, 1 chain means there would be no higher-level
chain, and 100 chains means there is actually no lower-level chain (because of only
one member in each chain), thus a single higher-level chain. Therefore, both 1 chain
and 100 chains refer to the same system as PEGASIS does. Figure suggests that
energy consumption would be lower if the number of chains can be kept below 10
or above 80. However, a large number of chains would cause more overhead . Thus,
for the proposed topology, the number of chain is maintained at 6%-8% of the sensor
nodes. That means, for a target field of 200 sensor nodes deployed, 12 to 16 chains

would be constructed.

B. Optimal number of nodes in a chain

The optimal number of sensor nodes in a chain, denoted as Cy, is the number of nodes
that should be included in each chain during the chain construction phase. It can be
argued that, if the number of nodes in a chain is fewer than Cy, both the required time
and energy dissipation increase in the network. On the other hand, if the number of
nodes is more than Cy, energy dissipation may decrease slightly, however the time
requirement increases. Additionally, for the sake of even energy dissipation distri-
bution, the lengths of the chains should be similar. Thus, in the proposed scheme, a
similar number of sensor nodes are included for each chain. Since it is assumed that
sensors are deployed randomly in the target field, creating chains of exactly the same
number of sensor nodes may not be possible. However, the proposed scheme main-
tains a similar number of nodes in each chain. Thus for a target field of 100 nodes, the

number of sensor nodes in each chain Cy = 12 to 17.

C. Chain Reconstruction

It is important to reconstruct the chains whenever a significant number of sensor
nodes in a chain expire. Otherwise, there may be possibilities that one chain con-
tains a higher number of sensor nodes, while others contain lower number of sensors.
This affects the performance of the topology, because of uneven energy dissipation
by the chains. It is vital to maintain uniformity in the number of sensor nodes in all
chains as only one sensor node (i.e. the higher-level chain leader) is responsible to

send the aggregated data to the BS, and it has to wait for aggregated data from dif-
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Figure 3.9: Normalized total system energy dissipated versus the percent of nodes
that are chain leaders.

ferent lower-level leaders. Thus, the uniformity of number of sensors in chains affects
network lifetime. If a chain consists of a lower number of sensors, the probability of a
sensor in that chain to be selected as local leader will be higher. Thus, a chain of short
length is likely to lose sensors more often. It is obvious that if chains are reconstructed
frequently, e.g. whenever only 4%-5% sensors of the chain die, it causes extra over-
head. On the other hand, if the chain is reconstructed whenever 40%-50% sensors of
the chain die, the uniformity among the chains is destroyed. To answer the question

of when a chain should be constructed, simulation experiments were performed. To
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Figure 3.10: Total energy spent vs. percent of expired sensor nodes in a chain when
the chain is reconstructed.

find the optimal value, chains were reconstructed varying the percentage of sensors’

death in the chains, and its effects were observed against total energy spent, lifetime

of the network, and time required to complete 100 rounds. Figure|3.10}[3.11, and [3.12

show the simulation results. Figure shows that although the energy consumption
increases whenever chains are reconstructed less frequently, the amount of energy dif-
ference is not extreme. Figure shows that the lifetime increases from 590 to 610
between 4%-52% of sensors death. Thus, lifetime increase rate is slightly more than
3.5%, which is quite small. This figure shows that the lifetime (when around 5% of
the deployed sensor nodes die) remains almost steadyﬂ with a little peak around 20%
sensors of chains death. Figure m shows that time requirementsﬁ decrease when-
ever chains are reconstructed less frequently. Time requirement sharply falls between
4%-20% of sensors’ death and then decreases slowly afterwards. Thus, it is concluded

to reconstruct chains whenever around 20% of the sensors of a chain are expired.

To track how many sensor nodes are expired in a chain, the following method can
be used. When data are fused in every sensor of a chain, each sensor adds its tag
with the data packet. For example, let node n; sends data to ny, and n, fuses n;’s data

and send it to n3. However, if n; is dead, n; sends data directly to n3, and thus the

3Reproducing the Figure using absolute scale will give the a better impression that lifetime re-
mains almost steady.

4Time requirements refers to the amount of time spent (in seconds) to perform 100 operational rounds.
Refer to Figure[3.5 Time count starts at the beginning of Phase 1 and ends when 100 operational rounds
are completed.
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Figure 3.11: Network lifetime vs. percent of expired sensor nodes in a chain when the
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Figure 3.12: Time required vs. percent of expired sensor nodes in a chain when the
chain is reconstructed.

node n3 knows that n, is dead. In this way every lower-level leader come to know
how many of its members are dead. In a similar fashion, when the higher-level leader
collects data from all lower-level leaders, it knows how many sensors are dead in the
network. After that, the higher-level leader sends instruction accordingly to all sensor

nodes.
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D. Changing lower-level leaders

The lower-level leaders should be changed periodically to distribute the energy load.
PEGASIS suggests changing the leader node in each round. However, for the pro-
posed topology, if the lower-level leaders are changed at every round, it causes extra
energy expenditure for negotiations to select leaders, as well as causes delay. In ad-
dition, the higher-level chain would be utilized fully if the lower-level leaders are
changed after a number of rounds. On the contrary, if the lower-level leaders are not
swapped with other member nodes for long time, they will quickly drain out energy
because of excessively long transmissions. Therefore, in the proposed logical topo-
logy, lower-level leaders are changed after R rounds, where the value R depends on
some criteria, such as i) total energy dissipation in the network, ii) maximum number
of round when the first sensor node dies, and iii) delay introduced in the network

against the different values of number of rounds.

Recall that, a new leader is selected in the Phase-3 of Figure In this phase,
each member node of a chain sends a token containing information about its residual
energy to the leader node of the chain. The leader node, using the MREF algorithm
(Section 3.4.4), decides which would be the next leader, and then disseminates this
information to all members of the chain (see Figure . Thus, there are at most
2n number of token passing take place (where n is the number of nodes in a chain).

The average chain size for a 100 node network is typically between 12 and 18. Also
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the size of the token (few bytes) is very small compared to data packets (2000 bytes).
Therefore, the cost associated with the token passing is negligible [Tabassum et al.,

2006]. Hence, the overhead of the leader selection is negligible.

Figures[3.13| [3.14] and [3.15/show the simulation results (average of 100 simulation

runs), which are used to determine when the lower-level leaders should be changed.
Figure shows the relationship between R and the total energy spent in the net-
work. The figure shows that total energy consumption actually does not follow a

relationship with RE] Figure shows that the value R greatly affects the network

5Note that, Each time sensors were assumed to be deployed randomly in the target field. This is why
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lifetime. As the value of R increases, the network lifetime decreases. This is because,
when the same sensor nodes are working as leaders for long periods, they deplete en-
ergy quickly compared to other sensor nodes. Figure shows the relation between
the time spent in the systenﬁ and R. It is obvious that, if leaders are changed in each
round, the delay would be highest. The amount of time required decreases as the
value of R increases. From the experimental result, it is proposed that the lower-level

leaders are changed in around Cy /2 number of rounds.

E. Inserting additional nodes into the network

Additional nodes may be inserted into the network at any time. Before a node is
inserted, the BS records and stores its unique ID and will insert the node into a nearby
chain with the least number of nodes. This will help minimise the event of a chain
monopolising bandwidth if it contains a greater number of nodes than other chains

which are communicating. The node will then organize itself within its chain.

F. Identifying and isolating aberrant nodes

Sensor nodes that do not function as specified must be identified and isolated in order
to continue the desired operation of the sensor network. An aberrant node may be the
result of an attack or may act maliciously due to unexpected network behaviour. Ac-
cording to Fei et al. [2005], an aberrant node is one that is not functioning as specified,

and may cease to function as expected for the following reasons:

o It has exhausted its power source.
e Itis damaged by an attacker.

e It is dependant upon an intermediate node and is being deliberately blocked

because the intermediate node has been compromised.

¢ An intermediate node has been compromised and is corrupting the communi-

cation by modifying data before forwarding it.

constant results were not found. However, energy dissipation deviation is only 2.04%.

5Time requirements refers to the amount of time spent (in seconds) to perform 100 operational rounds.
Refer to Figure Time count starts at the beginning of Phase 1 and ends when 100 operational rounds
are completed.
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¢ A node has been compromised and communicates fictitious information to the

BS.

Therefore, the WSN should be maintained by identifying an aberrant node quickly
and isolating it from the sensor network. The protocol named SecCOSEN [Mamun
and Ramakrishnan, 2008] can be used for the authentication purposes. This protocol
perfectly suits the logical topology, as it was designed for a multi-chain oriented log-
ical topology. Using this protocol, a node would authenticate the node from where
it receives data/messages. If a node is not able to authenticate another node in the
chain, the former node reports about the incident to the chain leader. In addition, a
node also maintains a timer for identifying any dead node with the help of timeouts.

The identifier node then reports the incident to the leader node.

G. Number of Layers

Although in this chapter the architecture of the proposed multi-chain oriented logical
topology is described using a two-layer model, the number of layers can be extended
based on the number of sensor nodes in the target field. In this case, member nodes
of a layer-1 (the lowest level) chain send their data to the layer-1 leaders. All layer-1
leaders construct several layer-2 chains. In each layer-2 chain, a node is elected as a
layer-2 leader. Layer-1 leaders send the data to the layer-2 leaders via layer-2 chains,
and so on. In this way, the highest level leader collects all data, and then sends it to the
BS. Fox example, Figure3.16|depicts a model of multi-chain oriented logical topology
with three hierarchical layers. In this figure, the black nodes are the member nodes
of layer-1 green-coloured chains. In each layer-1 chain, a node is elected as a leader,
and marked as green. All green-coloured layer-1 leaders construct several layer-2 blue
coloured chains. Similarly, in each layer-2 chain, a node is elected as a leader. They
are marked in blue. All the blue-coloured layer-2 leaders further construct a layer-3
chain, and one of its members is elected as a leader. This leader is the highest level
leader, and is marked in red. A black node sends the data to its leader (green) via
the green chain, a green node sends the accumulated data to its leader (blue) via the
blue chain, and finally, a blue node sends its accumulated data to its leader (red). The

highest level leader (red) then sends the data to the BS.

Figure shows the simulation results and comparison between two-layered
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Figure 3.16: Three-layered hierarchical multi-chain oriented topology.

and three-layered chains with respect to the time required for 100 rounds. The figure
demonstrates that two-layered chains take less time than three-layered chains until
the number of sensors is not greater than 1600. On the other hand, when the number
of sensor nodes exceeds 1600, a three-layered system takes less time compared to a
two-layered architecture. The same situation arises for the total energy consumption
experiment. This is depicted in Figure 3.18] Until 1500 sensor nodes, two-layered ar-
chitecture saves more energy than three-layered architecture. However, if the number
of sensor nodes exceeds 1500, three-layered architecture saves more energy compared
to two-layered architecture. Thus, it is concluded that, if the number of sensor nodes
in the target field is less than 1500, two-layered architecture is used, and if the number
of sensor nodes in the target field is equal to or more than 1500, three-layered architec-
ture is more suitable. In general, as the number of node increases in the network, by
increasing the number of tiers, both the time complexity and the energy consumption

can be reduced. Hence, as the network size increases, more tiers are preferable.
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3.4.6 Communication abstraction of the proposed topology

This section describes the communication abstraction for the proposed multi-chain
oriented logical topology. Communication is fundamental to any logical topology of
WSNs. The power of a WSN comes not from the capabilities of the individual devices,

but from the collective capabilities achievable through wireless communication.



3.4 Description of the Proposed Topology Construction 82

]

CO C1 Cz Cg C4 C5

Control messages

(a) Control message dissemination.

c = e = P = e c i e I - 6

ds
Cs

Towards the higher-level leader
Data packet header Data sensed / ack sent by node s

(b) Sending data towards the lower-level leader.

Figure 3.19: Communications in a chain.

Addressing the intricacies of wireless communication can be a difficult, error-
prone task. This is especially true of WSN applications, where the number of par-
ticipating devices can be large, the communication patterns can be complex, and the
network links are ad-hoc and unreliable. However, the proposed topology restricts
the communications of a sensor node to only its successive nodes in its chain. Thus,
the burdens of multicasting and broadcasting are taken out of the sensor nodes. The
communication abstraction of the proposed topology can be divided into two parts,

namely i) communications in a chain, and ii) communications among the chains.

A. Communications in a chain

In a chain, sensor nodes communicate with each other to disseminate control infor-
mation and sensed data. Communications among the sensor nodes are restricted to
only the successive sensor nodes. Figure shows the communication pattern in-
side a chain. In this figure, six sensor nodes (Cy to Cs) construct a chain. C; is the
lower-level leader of the chain. The lower-level leaders disseminate information and
control messages to all the member nodes of their chains. These information and
control messages are propagated hop-by-hop from one sensor node to its successive
neighbouring node. For example, Figure 3.19(a) shows that the leader node C; sends
the control information to the nodes C; and C;. After copying the control message,

the node C; sends the control message to the node Cj. On the other hand, the control
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message is propagated from C; to Cs, and then Cy to Cs. As the nodes ¢y and Cs are
the end nodes of the chain, they refrain from sending the control message further to

any node.

For sending the sensed data, each sensor node sends data to its successive node
towards the leader of the chain. For example, in Figure b), the node Cj sends its
sensed data to the node C, while the node C; merges its own data with Cy’s data, and
sends them to the leader node C,. Similarly, the node Cs sends its data to the node C;,
C,4 then sends Cs’s data and its own data to the node C3. The node C; further accumu-

lates those data with its own data, and sends them all to the leader node C;.

B. Communication among the chains

Different lower-level chains communicate to each other using the higher-level chain.
The lower-level leaders accumulate data sent by the member nodes of the chains, and
transfer them to the higher-level leader. The higher-level leader then sends the data
to the BS.

If the BS, or the higher-level leader wants to send some information, or control
messages to the chain members, the communication path remains the same, except
the direction is opposite. In this case, the communication pattern in similar to hub-
and-spoke topology. Figure shows a situation where the BS sends some control

messages to the member nodes of a chain.

3.5 Network Management Architecture of the Proposed Topo-
logy

This section presents the network management architecture and processes for the pro-
posed logical topology. Network management is the process of managing, moni-
toring, and controlling the behaviour of a network. The unique characteristics and
restrictions of WSNs make the management approach different from the traditional
wired networks and mobile ad hoc wireless networks. Thus, it is necessary to take

those unique features into account when proposing efficient management architec-
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Figure 3.20: Communication from the BS to the member nodes of a chain.

tures for WSNs.

WSN management systems can be classified according to their network architec-
ture: centralized, distributed, or hierarchical. In centralized management systems,
the BS acts as the manager station that collects information from all nodes and con-
trols the entire network. However, this approach has some problems. First, it incurs
a high message overhead (bandwidth and energy) from data polling, and this limits
the scalability of WSNs. Second, the central server is a single point of data traffic con-
centration and potential failure. Lastly, if a network is partitioned, sensor nodes that

are unable to reach the central server are left without any management functionality.

Distributed management systems employ multiple manager stations. Each man-
ager controls a sub network and may communicate directly with other manager sta-
tions in a cooperative fashion in order to perform management functions. However,
this approach is complex and difficult to manage. Furthermore, distributed manage-
ment algorithms may be computationally too expensive for resource-constrained sen-

sor network nodes.

Hierarchical network management is a hybrid between the centralized and dis-
tributed approach. Intermediate managers are used to distribute management func-
tions, but do not communicate with each other directly. Each manager is responsible

for managing the nodes in its sub-network. It passes information from its sub-network
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to its higher-level manager, and also disseminates management functions received
from the higher-level manager to its sub network. This architecture integrates the
benefit from the centralized and distributed management architecture, and is more
suitable for WSNs. Moreover, in WSNs, a sensor node has a small embedded pro-
cessor with more limited memory and energy than a general ad-hoc node. Besides,
Wireless sensor network management does not demand as many features as other
network management protocols such as SNMP (Simple Network Management Pro-
tocol) and ANMP(Ad-hoc Network Management Protocol). Typically, a WSN has at
least one base station, which is the most possible candidate to act as the manager. The
communications with internet devices are generally implemented via the base sta-
tion. For the presence of a base station, and advantages of hierarchy architecture that
is effective for data aggregation (light weighting) and scalability, the wireless sensor
network’s management architecture should be hierarchical. As a result, hierarchical

network management is chosen for the proposed logical topology.

For the proposed multi-chain oriented topology, a three-layer hierarchical man-
agement architecture is proposedﬂ Figure represents the relationship among the
different entities of the management architecture, namely manager, the sub-manager
and the agent nodes. The manager is in the highest level of the hierarchy, and is
placed at the BS. The lower-level chain leaders of the proposed topology work as sub-
managers, and the chain member nodes work as agent nodes. The sub-managers are
used to distribute management functions, and collect and collaborate management
data. The manager has the global knowledge of the network states and gathers the

global knowledge from the underlying network layers and sub-managers.

The proposed logical topology arranges the nodes into groups of chains and iden-
tifies a chain leader for each chain. This allows a subset of nodes to communicate with
the sink nodes, conserving energy in the nodes that no longer must send data to the
sinks. Often sink nodes are farther away from many nodes in the network. Chaining
procedure abandons these long paths required for communication for smaller hops
since nodes will only be communicating with neighbour nodes (except for the chain

leaders). Besides energy and bandwidth conservation, there are other advantages of

"Three-layer was adopted because this is the starting point for a two-tier architecture. It is suggested
in this thesis that, as the number of nodes increase more tiers for the topology is preferable. In that case,
network management protocol with higher number of layers can be used.
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Figure 3.21: Different entities of the network management scheme for the proposed
topology.

clustering nodes in a WSN. One advantage is that it allows for spatial reuse of re-
sources. If two nodes exist in different non-neighbouring clusters, it may be possible
for the two nodes to share the same frequency or time slot. It is also beneficial in the
presence of mobility. When using clustering and a node moves, it is often only nec-
essary to update the information in the nodes sharing a cluster with the mobile node;
all nodes in the network will not have to be updated. Clustering into chains can also
facilitate network management and routing since many implementations require only
the chain leader to participate in these functions. In this management architecture, the
chain leaders (called sub-manager often) report the data to the manager on behalf of

the entire cluster.

Three major aspects of the proposed network management, namely fault detec-

tion, performance management, and security management are discussed below.

3.5.1 Fault detection

Fault detection is the process by which the network manager identifies a node which
is malfunctioning or almost dead and unable to sense or transmit data. If a normal
sensor node dies, it does not create much of a problem except decreasing reliability.

However, if a chain leader dies, the data of that chain are lost, and in the worst case,
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such a failure introduces network partition in the system.

In traditional IP networks, the usual way to know whether a node is working
properly or not is to get periodic keepalive messages from that node. However, for
sensor network such message exchange is very costly. Therefore, fault detection op-
eration in WSNss should be lightweight, and done using passive information as much

as possible.

The fault of a chain member node is detected by the sub-manager (i.e., by the
lower-level leaders) with the cooperation of other member nodes. A lower-level leader
and all member nodes of the chain maintain a timer 7 for their neighbouring sensor
nodes. For event driven sensor network, the sensor sends a periodic keepalive message
to the leader node in the absence of an event. However, if the sensors are supposed
to send data periodically, then by analyzing the packets, the lower-level leader can
identify the sensor node that is not responding. If a sensor does not hear from its
neighbouring node for a certain period of time (timer 7 expires), the node informs
the lower-level leader about that particular sensor by sending a negative response. The
negative response is piggybacked in the next data packet towards the leader. On the
other hand, if a sensor hears a transmission from its sensor, it resets the timer, sends a

positive respone towards the leader.

The lower-level leaders can miss packets from member nodes caused by collisions.
For this reason, if the timer of the lower-level leader expires, then it waits a random
time before declaring the alarm. If there is no positive response before the timer of
the leader expires, or random delay is extended three times, then the leader node
generates an alarm, and decides that the corresponding node is dead. The leader then

informs the central manager about the dead node.

The central manager (base station) detects the faults of the sub-managers (lower-
level leaders). Each lower-level leader sends information about it’s neigbouring lower-
level lead towards the higher-level leader using positive and negative response as de-
scribed before. The higher-level leader is called gateway node, because all data from
the sensor field are passed through this node to the base station. In a chain oriented
topology, fault detection of lower-level leaders is more important than that of a chain
member node. Thus, the central manger does not wait for random amount of time.

The central manager maintains two timers (77 and 7>) for each chain leader and for
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the gateway node. In cases of periodic traffic, the central manager analyzes the packets
received from the gateway node and can identify whether the gateway node is alive or

not.

When the central manger receives a packet from the gateway node, the central
manager restarts the timer 7. If the timer expires, then the central manager suspects
that a leader node is dead. As the fault should be detected immediately, the value of
T should not be very high. When the timer expires, central manager sends a query
packet to the submanager, and waits for another time 75. If no response is received,

the central manger decides that the corresponding sub-manager is dead.

In event driven sensor networks, in the absence of events, the chain leaders or
gateway send periodic message and chain leader uses the same timer mechanism to

detect faults.

3.5.2 Performance management

The performance management of WSNs monitors the performance of the network
and keeps resource consumption as low as possible, especially the use of energy. One
of the major performance issues of the WSN is event reliability, which is defined as the
number of unique data packets received by the sink node. For optimum performance,
the management system sets the data generation rate of the sensors and also may keep

some nodes in the sleep state and others in the normal live state.

Performance management consists of monitoring network devices and links in
order to determine utilization. Utilization may vary depending on the device and
link; it may include such things as processing load, network card utilization, packet-
forwarding rate, error rate, or packets queued. Monitoring utilization helps to ensure
there is available capacity. Monitoring the network performance assists in identifying
current and future bottlenecks and aids in capacity planning. Tracking the utilization
of network resources by each user is the goal of accounting management. The pri-
mary function of this information is to bill users for their use of the network and its
resources. This information can be used to establish metrics and quotas. The usage
information also helps the network manager to allocate network resources properly.
It is also helpful to see typical user behavior; then atypical behavior can be seen and

addressed. Atypical behavior may indicate a security breach or intrusion or may be
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an indication of a future device problem.

3.5.3 Security management

Because of the large number of sensor nodes and the broadcast nature of wireless com-
munication, it is usually desirable for BS to broadcast commands and data to sensor
nodes. The authenticity of such commands and data is critical for the normal opera-
tion of sensor networks. If convinced to accept forged or modified commands or data,
sensor nodes may perform unnecessary or incorrect operations and cannot fulfill the
intended purposes of the network. Thus, in hostile environments (e.g., battlefield, an-
titerrorists operations), it is necessary to enable sensor nodes to authenticate broadcast

messages received from BSs.

A protocol that can be adopted precisely in the proposed logical topology is Sec-
COSEN, which has been proposed for authentication, and for establishing secret keys
in wireless sensor networks for multi-chain oriented logical topology. SecCOSEN
uses partial key pre-distribution and symmetric cryptography techniques. Whereas
one version of SecCOSEN protocol uses shared partial keys in a sensor chain, the
other version uses private partial keys. Both versions of SecCOSEN show high re-
silience to different security attacks. The protocol outperforms other random key pre-
distribution protocols in the sense that it requires lower space, lower communication

overheads and offers very high session key candidates.

3.6 Performance Evaluation of the Proposed Topology

Several simulation experiments were carried out to evaluate the performance of the
logical topology. The proposed logical topology was used for data collection, and its
performance was measured against existing data collection protocols, namely LEACH,

PEGASIS, and COSEN.

The simulation program was written in object oriented programming language
C++. 100 sensor nodes were assumed to be randomly distributed in the target field of
100mx100m, and the BS was located at (25, 150). Cartesian coordinates were used to
locate the sensor nodes. It was further assumed that each sensor starts with one Joule

of initial energy.
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Figure 3.22: Total energy consumption comparison among LEACH, PEGASIS,
COSEN and the proposed topology.

In practice it is difficult to model energy expenditure in radio wave propagation.
Therefore, in order to measure the energy expenditure in the network, the same sim-
plified radio model used in LEACH and PEGASIS was used. The value of the ra-
dio parameters of transmitter and receiver electronic that were used in the simula-
tion are Eyy—ciec = ERx—ciec = Eeiec = 50 nJ/bit. The value of transmit amplifier (€) was
assumed to be 100 p]/bit/m?. It was further assumed that a computation cost of 5
nJ /bit/message to fuse 2000-bit messages. The bandwidth of the channel was set to 1
Mb/s. Thus the total transmission cost for a k-bit message is given by the following
equation:

Ep(k,d) = Egjoe X k+€ x k x d?

Here d is the distance between sender and receiver measured in meters. In the case
of receiving a message, the energy consumption equation is given by the following
equation:

Erc(k) = Ecleck

Multiple runs of the simulation for each protocol were performed and the aver-
age value was taken. The metrics that were considered to measure the performance

of each protocol are i) overall energy expenditure in the network ii) lifetime of the

network, iii) time to complete a fixed number of operational rounds.

The first experiment measured the total energy consumption by the system vary-
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Figure 3.23: Lifetime comparisons among PEGASIS, COSEN, and the proposed topo-
logy.

ing the number of operational rounds. Figure [3.22shows the results. PEGASIS was
found to be more energy conservative than LEACH and COSEN. However, the pro-
posed topology outperforms PEGASIS by saving more than 10% of total energy for
500 data collection rounds. This is because of the optimal chain creation by the pro-

posed algorithm, and efficient leader selection processes.

However, conserving the total system energy is not the main achievement of the
proposed topology. The main success of the proposed topology is the more even dis-
tribution of energy consumption. Uneven energy consumption by the sensor nodes
adversely affects the system lifetime. Figure demonstrate the lifetime patterns
of PEGASIS, COSEN and the proposed topology. The figure shows that the death of
the first node in PEGASIS occurs at an early stage compared to COSEN and the pro-
posed topology. For PEGASIS, 10% of the nodes die at around 400 operational rounds,
whereas for the proposed topology, 10% of the nodes die at around 550 rounds.

The definitive improvement of the proposed topology over PEGASIS is the latency
in data collection. In the simulation, the required amount of time was calculated for
different numbers of operational rounds. Figure shows the comparison between
PEGASIS and the proposed topology in this respect. The pattern of the time require-
ment graph suggests that PEGASIS is not suitable for large-scale wireless sensor net-

work because of latency. For 100 operational rounds, the proposed topology requires
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Figure 3.24: Latency comparison between PEGASIS and the proposed topology.

about one-fifth of time required by PEGASIS.

3.7 Summary

This chapter presents a multi-chain oriented logical topology for WSNs. The design
of the topology is governed by various factors, such as various resource constraints
like energy, time, and computational complexity, networking and architectural fac-
tors, network management issues etc. Detailed descriptions of the construction of the
proposed topology are provided. Moreover, a three-layer hierarchical management
architecture is proposed for the multi-chain oriented topology. The network manage-
ment scheme works in line with the proposed topology for managing different issues

such as fault detection, performance management, security management etc.

The proposed topology entails three phases: topology formation phase, steady
state phase, and topology update phase. Whereas the first phase takes place only
once during the initial stage, the remaining two phases continue in rotation. Various
issues, such as the optimal number of chains in the system, the optimal number of
nodes in a chain, the time when the leader nodes need to be changed, and when the
chains should be reconstructed etc. are described in detail. The communication ab-
straction describes the way sensor nodes send and receive different control messages

and sensed data.
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It is stressed in designing the proposed multi-chain oriented topology that reduc-
ing the energy consumption cannot always result in a longer system lifetime. In-
stead, balancing resources among sensors, and saving energy for those more resource-
constrained sensors are very helpful in lengthening the overall system lifetime. Using

this principle, the chains were constructed, and the leader nodes were selected.

Simulation results show excellent results in favor of the proposed logical topology.
The proposed logical outperforms LEACH, PEGASIS and COSEN not only in total
system energy consumption, but also in system lifetime. The key reason behind this
is the more even distribution of energy consumption. The proposed topology also
solves the high delay problem of PEGASIS.

However, there are still some areas where the performances of the proposed logical
topology can be enhanced further. First, assume the applications of WSNs where a
number of sensor nodes can be turned off while maintaining the coverage or other
user requirements. This node scheduling technique is a prevailing way to save more

energy, and thus to prolong network lifetime.

Second, a localized chain creation is the next issue that is considered. Localized
chains mean that all the chains are restricted in precise areas such that no chain crosses
any other chain. In this way, more interference is avoided. This results in fewer colli-

sions, and thus saves more energy and time.

Third, mobile data collector is the last issue that is considered. The lower-level
leaders of the proposed topology are entitled with long distant communication with
other leader nodes and/or the BS. Therefore, if these long distant transmissions can

be avoided, a vast amount of energy can be saved.

The next three chapters (Chapter 4, 5 and 6) discuss these three adaptations. Var-
ious schemes, algorithms and protocols are proposed and designed for these adapta-

tions.



Chapter 4

Chain Member Scheduling

4.1 Preamble

In the last chapter, several adaptations to the basic multi-chain oriented logical topo-
logy were discussed. This chapter studies the first adaptation, which is node schedul-
ing. In WSNs, node scheduling techniques have been used extensively to conserve
energy consumption [Wu et al.,,|2005; Wang and Xiao| [2005; Liu et al., 2006; Xiao et al.,
2004]. In these techniques, some sensor nodes are put in sleep mode, whereas the
other sensor nodes are kept in active mode for sensing and communication tasks.
When a sensor node is in sleep mode, it shuts down all functions, except for a low-
power timer to wake itself up at a certain time as defined by its node scheduling pro-
tocol [Wang and Xiao, 2006]. Therefore, the sensor node consumes only a tiny fraction
of the energy, compared to the energy consumed when the sensor node is in active
mode all the time [Xu et al.,|2000; Feeney and Nilsson, 2001} Bachir et al.,|2006]]. With
node scheduling algorithms, the energy consumption of the network thus becomes
efficient, and hence WSNs perform the sensing task for a longer duration of time. The

motivations for node scheduling algorithms are further discussed below.

In WSNs, due to the limited resources and vulnerable nature of individual sen-
sor nodes, sensors are deployed with high density (up to 20 nodes/m?) [Shih et al.,
2001]. As a result, the same area is covered by many sensor nodes. This causes heavy
redundancy because multiple sensor nodes consume energy to sense the same area,
and also to send/receive the identical data. In addition, higher node density incurs
more contentions among neighbouring nodes [Kuo et al 2009]. As a result, addi-

tional time slots are required to implement time division multiple access (TDMA)

94
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techniques. The solution to avoid this redundancy is to turn off the redundant nodes,
because turning off some nodes does not affect the overall system functions as long as
there are enough working nodes to provide the services [Iian and Georganas, 2002;
Ye et al., 2003]. Turned-off sensor nodes save a significant amount of energy, and
this addresses one of the main constraints of WSNs, which is limited energy. There-
fore, if sensor nodes are scheduled to perform alternately, more energy can be saved,
and the system lifetime is prolonged correspondingly. In addition to redundancy, it
is also worth mentioning that not all applications of WSNs require 100% coverage of
the target field [Megerian et al., 2005; Wang and Kulkarni, 2006]]. 80% to 90% or even
a smaller amount of coverage of the target field is adequate. For example, applica-
tions, such as tracking humidity or temperature in an area, detecting forest fire etc.
do not require 100% coverage by the deployed sensor nodes. It has been shown that
sacrificing a little coverage substantially reduces the total energy consumption of the
networks [Wang and Kulkarni, 2006] and thus helps to lengthen the lifetime of the

network.

On the basis of the aforementioned grounds, a novel node scheduling algorithm
is proposed in this chapter. The scheduling algorithm aims to conserve energy by
selecting minimal numbers of active nodes to provide the required services. The se-
lected sensor nodes by the scheduling algorithm would be used as the members to
create chains for the proposed chain oriented logical topology. This means that, in-
stead of creating chains by all deployed sensor nodes, chains would be created using
only the nodes selected by the scheduling algorithm. This process is depicted in Fig-
ure Figure [4.1(a) shows that several chains are created where all the deployed
sensor nodes take part in creating chains. In contrast, Figure [£.1(b) shows that sev-
eral chains are constructed using only selected nodes, while the rest of the nodes are
turned off. Thus the sensor nodes, which do not take part in chain creation process

and turn off their functionalities, save a great amount of energy.

The rest of the chapter is organised as follows. Section |4.2| describes the existing
algorithms that are related to node scheduling. This section classifies the schedul-
ing algorithms according to their design perspective, analyses different algorithms,
and then identifies the requirements for the proposed node scheduling algorithm.

Section [4.3| states the problem definition with associated terminologies. Section
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(a) (b)

Figure 4.1: Chains are constructed using (a) all deployed sensor nodes; (b) selected
sensor nodes.

describes the proposed node scheduling algorithm. In this section, the criteria for
selecting the nodes are first identified according to the algorithm requirements. The
algorithm to schedule the nodes is then introduced with its detailed descriptions of
different calculations, states and transitions. In Section a mathematical model is
presented. This mathematical model calculates the required number of sensor nodes
to attain a certain amount of coverage. To justify the simulation results, which are de-
scribed in Section the results obtained from the mathematical model are matched

with the simulation results. Finally, summary of the chapter is provided in Section 4.7}

4.2 Existing Node Scheduling Algorithms

This section examines different approaches that have been used by many researchers
to develop node scheduling algorithms for WSNs. The existing algorithms can be
classified into two categories on the basis of the designing approaches used in con-
structing the algorithms. Some algorithms schedule nodes from the communication
perspective, whilst others select nodes from the coverage point of view. The following

sections describe the existing algorithms in each category.
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421 Communication-based node scheduling algorithms

Node scheduling algorithms that only consider communication, turn off nodes from
the communication perspective without considering the system’s sensing coverage.
Examples of this type of algorithms are found in [Lindsey and Raghavendra, 2002; Xu
et al., 2001;]]. Pan, 2003; Wu et al.,2005; Cerpa and Estrin| 2004; Xue and Chi, 2007].

SPAN [Chen et al., 2002] is an example of a distributed randomized node schedul-
ing algorithm that conserves energy by turning off the redundant nodes while pre-
serving connectivity. Each node takes a local decision on whether to sleep or join the
forwarding backbone, based on an estimation of how many of its neighbours will ben-
efit, and the amount of energy to be saved by this decision. Although this algorithm

guarantees connectivity, there is no consideration of sensing coverage.

Xu et al. [2001]] propose a scheme in which energy is conserved by letting nodes
turn off their communication unit when they are not involved in sending, forwarding
or receiving data. Also node density is leveraged to increase the duration of time
that the communication unit is powered off. This algorithm, known as Geographical
Adaptive Fidelity (GAF), uses geographic location information to divide the area into
fixed square grids. Within each grid, it keeps only one node staying awake to forward

packets.

Several other protocols, such as ASCENT (Adaptive Self-Configuring sEnsor Topo-
logies) [Cerpa and Estrin, 2004] are also proposed for assuring network connectivity.
These approaches perform better when the ratio of communication range to sensing
range (Rc/Rs) is less than or equal to one, but as the ratio increases the performance

degrades.

4.2.2 Coverage-based node scheduling algorithms

This type of scheduling algorithms considers the coverage only; they do not neces-
sarily ensure network connectivity. For example, algorithms proposed in [Tian and
Georganas, 2002; Ye et al.,|2003; Xu et al., 2008;|Zhang and Hou, 2005; Xin-lian and Bo,
2008; |Cho et al.,|2007; Mamun et al.,|2010c] are examples of the coverage-based node

scheduling approach. Brief descriptions for a few of them are given below.
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Xu et al.|[2008] propose a node scheduling algorithm which ensures long-life and
robust sensing coverage. In this algorithm, only a subset of nodes are maintained in
working mode to ensure the desired sensing coverage, and other redundant nodes
are allowed to fall asleep most of the time. Working nodes continue working until
they run out of their energy or until they are destroyed. A sleeping node wakes up
occasionally to probe its local neighbourhood, and starts working only if there is no
working node within its probing range. Geometrical knowledge is used to derive the
relationship between probing range and redundancy. In this algorithm, the authors
assume that all nodes have the same sensing ranges to calculate the desired redun-
dancy by choosing their corresponding probing range. However, if nodes have differ-
ent sensing ranges it is hard to find a relationship between the probing range and the

desired redundancy.

Tian and Georganas [2002] propose an algorithm that provides complete cover-
age using the concept of sponsored area. The authors present a basic model for a
coverage-based off-duty eligibility rule and back-off scheme. But the algorithm re-
sults in more active nodes because of the imprecise coverage degree calculation. Ye
et al. [2003] present a probing-based density control algorithm, named PEAS, which
depends on location information to derive redundancy and allows redundant nodes
to fall asleep. In the PEAS, some nodes work continuously and die prematurely. This
causes the uneven distribution of nodes’ energy consumption across the network, re-
ducing the quality of the network coverage. Thus, in PEAS, a sensing hole takes place
permanently once it occurs. Furthermore, it may cause partitioning of the network
or isolation of nodes. PECAS [Gui and Mohapatra, [2004] is a collaborating adaptive
sleeping scheme to improve PEAS. Unlike PEAS, PECAS informs the probing node
of the next sleep time of a current working sensor node in the reply message. It al-
lows probing nodes to substitute for the current working node right after the working

nodes goes to sleep to reduce the permanent sensing holes.

4.2.3 Requirements for an improved scheduling algorithm

From the abovementioned protocol descriptions, it is apparent that the existing node
scheduling protocols treat coverage and connectivity separately. To enjoy the benefits

of both communication-based and coverage-based approaches, a node scheduling al-
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gorithm should consider both connectivity and coverage while selecting the minimal
number of nodes. Few algorithms have also been proposed considering both commu-
nication and coverage. For example, Zhao and Gurusamy|[2005] propose a connected
target coverage algorithm which schedules sensor nodes into multiple sets. Each set
maintains both target coverage and connectivity of the network. But this algorithm
selects a large number of sensor nodes in total, compared to other node scheduling

algorithms.

Moreover, the scheduling algorithms should be aiming to achieve longer lifetime
for the network. One basic requirement for maximizing the lifetime of WSNSs is to
assure even distribution of energy consumption [Shu et al., 2008; Cheng et al., 2008al].
Therefore, the node scheduling algorithm has to be designed to distribute energy
consumption properly. In addition, there are a few more requirements for the node

scheduling algorithm, which are listed below:

i) Self-configuration of sensor nodes should be mandated because it is inconvenient
or impossible to manually configure sensor nodes after they have been deployed

in hostile or remote working environments [Mamun et al., 2010a].

ii) The design has to be fully distributed, because a centralized algorithm needs
global synchronization overheads, and is not scalable to large populated net-
works [Zhao and Raychaudhuri, 2009].

iii) The scheduling algorithm should allow the maximum number of nodes to be
turned off for most of the time. At the same time, it should preserve the required

sensing coverage.

iv) The scheduling scheme should be able to maintain the system reliability. As
sensor nodes die at any time in WSNs, a certain amount of redundancy is thus

needed to provide the reliability [Miao et al.,2009].

In the proposed approach, each node in the network autonomously and periodi-
cally decides itself on whether to turn on or turn off itself using only local neighbours’
information. To preserve sensing coverage, each node decides to turn itself off when

it discovers that it overlaps a certain amount of its sensing area with its neighbours.
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¥

Figure 4.2: Neighbours. Node C is a neighbour of node B, but is not a neighbour of
node A.

4.3 Definitions and Problem Statement

Assume a set of sensor nodes X = {S,Ss,...} are randomly deployed on a target field
A. A scheduling algorithm has to be designed so that it selects a set of sensor nodes,
Q, where Q C X. Based on this requirement, this section describes the definitions of

necessary terminology for the proposed node scheduling algorithm.

Definition 4.1: Sensing Region. The sensing region of a sensor node S;, denoted as
C(S;), is the amount of area that is inside the sensing range of the sensor node
Si. To make the calculations simple, it is assumed that the sensing region of
a sensor node is represented by a circle, and all sensor nodes have the same
sensing ranges. These assumptions can be made without the loss of generality,
and are used in many other research works, such as [Wang et al., 2008; Xiao et al.,
2010].

Definition 4.2: Neighbour. A node §; is a neighbour of node §;, iff sensing regions
C(S;) and C(S;) intersect. Thus, the neighbour set of the node §;, denoted as
y(S;), can be defined as:

W(S:) = {S;[S; € X,d(S;,S;) <2ri#j}

where d(S;,S;) denotes the Euclidian distance between the nodes §; and S;, and
where r is the radius of the sensing region of the nodes S; and S;. Figure
depicts this relationship.

Definition 3: Rank. The rank of a sensor node S;, denoted as R(S;), is defined by the
cardinality of its neighbour set y(S;). Thus, if the sensor node S; has a higher
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number of neighbours than the sensor node §;, the sensor node §;’s rank has a

higher value than that of the sensor node §;.

Definition 4: Shared sensing region. Shared sensing region of a sensor node S;, de-
noted as &(S;), is defined as the fraction of §;’s sensing region, that the sensor

node S; shares with its neighbouring sensor nodes. Thus,
&(s:) = {c(s)ne(s))lvs; e w(sn}

Definition 5: Deployment density. Deployment density (8) describes how evenly the
sensor nodes are deployed in the target field A. Assuming that there are suffi-
cient numbers of sensor nodes to cover the target field, deployment density 6
is defined as the ratio between the maximum area that can be covered by the
deployed sensor nodes to the actual area covered by the deployed sensor nodes.

Deployment density,

B | X |72
~ Actual area covered by deployed sensors

(4.1)

Thus, the value of 8 is independent from the target field area and is always
equal to or greater than 1. When & equals to 1, it means either that there are
not a sufficient number of sensor nodes to cover the target field, or that all the
sensor nodes are touching each others’ sensing region (which is very unlikely
for randomly deployed sensor nodes). These cases are shown in Figure a)
and Figure b) respectively. A uniform placement of a large number of sen-
sor nodes results in a small value of d. On the other hand, if the sensor node
placement is not evenly distributed over the target field, the value of d becomes
comparatively large. Assuming a target field of A = 180m x 240m, the radius of
sensing region r = 30m, the total number of sensor nodes |X| = 25, Figure
illustrates two cases of sensor node placement. In Figure [4.3(c) sensor nodes
are evenly distributed and the value of deployment density d = 1.63, whereas
in Figure [4.3(d), the value of 3 is1.96 because sensor nodes in this figure are not
evenly distributed.

Definition 6: Coverage Ratio. Denoted by A, the coverage ratio defines the portion of
the sensor field which need to be covered by the selected sensor nodes. Cover-

age ratio can be calculated by the ratio between the total coverage area by the



84.3 Definitions and Problem Statement

102

Sensor Target
node field
Y
®
o
@d=1
° ® o
°®
® ® o
)
° ® ®
L) )
® o o o
(€)8=1.63

Sensing
area
3
[ ] [ ] [ ]
° ) °
° ) °
(b)§=1
®
® ® "
o @
®
é@ { ]
D)
“ =
ee
(d)&=1.96

Figure 4.3: Deployment density.

selected sensor nodes to the coverage area by all deployed sensor nodes. Obvi-

ously, increasing the coverage ratio makes the coverage quality of the network

better.

Definition 7: k-Covered. If a point p is covered by at least k number of sensor nodes,

the point p is called k-covered. That is, the point p’s coverage degree is k. Cov-

erage degree is used as the measure of quality of coverage service (QoCS). Cus-

tomarily, the higher the coverage degree, the better the coverage quality of the

network.

Problem statement

In most relevant works, the problem about k-covered is related to the question of

how all points of the target region would be covered by at least K number of sensor

nodes. However, for a certain kind of applications, k-covered is not always essential.
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For example, some applications do not require every point in the target field to be
k-covered. This is sufficient to achieve a certain coverage ratio. For example, 80%-90%
coverage ratio, or even less is adequate for a WSN to estimate air pressure, tempera-
ture, humidity or to detect an event like forest fire. Moreover, when sensor nodes are
deployed randomly in a target field, the sensor nodes may not even cover 100% of the
target area. Based on this, a novel problem of QoCS of 1-covered with A% coverage
ratio is proposed. This thesis defines the node scheduling problem as follows: Given
the deployment density §, the question is to find a minimal number of nodes such that

the coverage ratio is at least A% of the target network.

4.4 Description of the Proposed Algorithm

This section describes the proposed node scheduling algorithm in detail. The section
consists of several sub-sections which describe different issues, methods and calcu-
lations for the proposed node scheduling algorithm. First of all, in the design
basis of the algorithm is identified. then describes the criteria for selecting each
sensor node. Based on these criteria, necessary rules for scheduling sensor nodes are
defined in The proposed node scheduling technique based on the scheduling
rules are described in[4.4.4] This sub-section also discusses the related calculations for
the scheduling algorithm, and further presents the total node scheduling algorithm in
pseudo-code. A description of how to adopt the proposed scheduling algorithm with
the proposed logical topology is presented in[4.4.5| then presents different states

and their transitions in the proposed node scheduling algorithm.

44.1 Designing consideration of the proposed node scheduling algorithm

As discussed in Section[4.2} the design of a node scheduling algorithm should be based
both on the coverage and connectivity. However, in a situation where one of these
attributes is guaranteed, the node scheduling algorithm usually exploits the other at-
tribute. In this thesis, to design an improved node scheduling algorithm, coverage
was chosen as the primary design basis. The following arguments are made to justify

focusing on only one of the two attributes.

i) This node scheduling scheme is a part of the proposed logical topology design
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process. The proposed logical topology assures the connectivity problem, and
this has already been discussed in Chapter 3. Thus it is sufficient for the proposed

node scheduling algorithm to concentrate only on coverage.

ii) [Xing et al|[2005] prove that if the radius of the transmission range of each sen-
sor node is at least double the radius of its sensing ranges, a WSN is connected,
provided that its sensing coverage is guaranteed. Note that one of the primary
assumptions of this thesis is that transmission ranges of the sensors are much
greater than their sensing ranges. This assumption can be made with loss of gen-
erality, and this assumption is used in many research works such as [Tian and
Georganas, 2002; Ye et al., 2003; Xu et al., 2008; Zhang and Hou, 2005; Xin-lian
and Bo, 2008} |Lindsey and Raghavendral 2002; Heinzelman et al.,|2000].

iii) Moreover, coverage-preserved node scheduling has been found as an efficient
way to prolong system lifetime [Mao et al., 2008; Ma et al., 2004; Tian and Geor-
ganas, 2004].

Based on these arguments, this thesis focuses on coverage as the basis for design-
ing a node scheduling algorithm. After defining the design basis, the next step for the
proposed node scheduling algorithm is to identify the criteria which would be used
to select each sensor node. The following sub-section discusses the node selection

criteria.

4.4.2 Identifying node selection criteria

In the proposed node scheduling algorithm, four specific criteria have been consid-
ered. Based on these criteria, the priority of each node is defined. For each sensor
node, these criteria are: number of neighbours of the node, the node’s shared sensing
region with its neighbours, residual energy of the sensor node and repeated selection
number of the node (i.e., number of times the node was selected earlier). The justifi-

cation for these criteria are described below.

The first criterion that should be chosen for the scheduling algorithm is the number
of neighbours of each node. If a node does not have any neighbouring node at all, this
node must be selected. Otherwise, the sensor node’s sensing region cannot be sensed

by any other sensor node(s). On the other hand, if a node is surrounded by many other
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Figure 4.4: Illustration of prioritizing a node using a number of neighbours.

sensor nodes, that node’s coverage area can be sensed by the node’s neighbouring
nodes. Thus the node with many neighbours can be turned off. Figure depicts
this situation. In this figure, node A is surrounded by its neighbouring nodes B, C, D,
and E. On the other hand, node F has no neighbouring node. Thus no other sensor,
except the node F, is able to monitor any particular point inside the sensing region of

F, (C(F)). Thus, there is no other option but to select the sensor node F.

The second criterion should be the shared sensing region (§(x)) of each sensor
node with its neighbouring nodes. For any two sensor nodes S; and S;, the relation
E(Si) > &(S;) means that the sensor node S; shares a comparatively larger area with
its neighbouring sensor node(s) than the sensor node S; does. Note that, the value
E(x) does not depend on the number of neighbours. For example, in Figure the
sensor node A has four neighbours, whereas the sensor node M has three neighbours.
However, the sensor node M shares a larger area (§(M)) with its neighbouring sensor
nodes N, P and Q, compared to the sensor node A, which shares its sensing region
(§(A)) with its neighbours B, C, D and E. Thus, if the sensing region of a node overlaps
a large amount of area with its neighbours, the node can be replaced by one of its
neighbouring nodes. As a result, sensor nodes which share small areas with their

neighbouring nodes should have higher priority to be selected.

The third criterion to be considered during node selection is the residual energy of
the sensor nodes. A sensor node which has lost a considerable amount of its battery
energy should be avoided, unless there is no other way but to select the node. Select-
ing such a node accelerates the death of the sensor node, and this negatively affects

the network lifetime [Shu et al., 2008; Cheng et al., 2008b]].

The fourth and last criterion should be the repetition of selection of a sensor node.

If the same sensor node is selected over and over again, the node loses its energy very
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Figure 4.5: Illustration of prioritizing a node using shared sensing regions.

quickly, and this situation adversely affects the lifetime of the network [Shu et al.,
2008; Cheng et al., 2008b]. Thus, the node scheduling algorithm should be fair for
each sensor, so that each sensor is selected at least one time in a specific period of

time.

After determining the node selection criteria, the next step for the proposed node
scheduling algorithm is to construct specific rules that the algorithm would follow in
order to select appropriate sensor nodes. The following sub-section uses the criteria

discussed in this section to construct the required set of rules.

4.4.3 Node scheduling rules

The proposed node scheduling algorithm would follow a set of rules to schedule the
sensor nodes. These rules are derived using the selection criteria (as discussed in
[4.4.2), and to meet the algorithm requirements (as discussed in [£.2.3). These rules
specify which node is to be selected, which should not be selected, and which should

be prioritized. The node scheduling rules are as follows:

i) To make the node scheduling algorithm distributed and independent from loca-
tions of sensor nodes, each node should autonomously and periodically decide
whether to go to sleep mode, or to keep itself active. In making this decision, each
node would consider the following issues: residual energy of the node, number

of its neighbouring nodes and number of times the node was selected previously.

ii) A sensor node with a higher level of energy holds a higher chance of being se-
lected than a sensor node with a lower energy level. Otherwise, energy consump-

tion throughout the network would not be evenly distributed.
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iii) A sensor node with a lower rank should be prioritized to be selected, compared
to those with higher ranks, because a high-ranked sensor node has a higher pos-

sibility to be redundant than a low-ranked sensor node.

iv) A sensor node which shares a comparatively smaller area of its sensing region

with its neighbouring sensor nodes holds higher priority to be selected.

v) Among deployed sensor nodes, a set of sensor nodes are selected by the schedul-
ing algorithm to ensure minimum A% of coverage by the selected sensor nodes.
On the other hand, as soon as desired A% of coverage is achieved, the node

scheduling algorithm stops selecting any further sensor node.

After establishing the rules for scheduling sensor nodes, the next task is to apply
these rules for each sensor node. The methods of applying the node scheduling rules

for each sensor network are described in the following sub-section.

4.4.4 Applying node scheduling rules to select sensor nodes

The main idea for scheduling sensor nodes is to use the redundancy in sensing re-
gions, and to offer the user to select the coverage ratio (A) necessary for the specific
application. Depending on the value of coverage ratio A and deployed density 9, the
proposed node scheduling algorithm is able to determine the minimum number of
sensor nodes required to achieve the coverage ratio A. Different steps involved in the

node scheduling algorithm are described below.

In the proposed node scheduling algorithm, each sensor node makes its own de-
cision depending on the information it collects from its neighbouring nodes. This
decision is made by each sensor node at the start of the node scheduling algorithm.
To make this decision, each sensor node generates a pseudorandom numberﬂ using the
seed state that includes two pieces of information, which are i) residual energy of the
node, and ii) number of times the node was previously selected. The sensor node then
informs this pseudorandom number to all of its neighbours using a "hello” message. If

the generated pseudorandom number is less than a threshold value, the node decides

1A pseudorandom number is a number that appears to be random but is not. Pseudorandom se-
quences typically exhibit statistical randomness while being generated by an entirely deterministic
causal process. Any pseudorandom number formula depends on the seed value to start the sequence.
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to take part in the scheduling process. The node then informs its willingness to join
the scheduling process by sending 'notify’ messages to all of its neighbouring sensor
nodes. On the other hand, if the generated pseudorandom number is greater than the

threshold value, the sensor node does not do anything.

A sensor node that is not participating in the scheduling process, discards any "no-
tify” messages from its neighbouring sensor nodes. On the other hand, sensor nodes
participating in the scheduling process collect all "notify’ messages from their neigh-
bouring sensor nodes. From the collected "notify’ messages, each participating sensor
node calculates two parameters, namely i) its rank and ii) the shared sensing ranges
with its neighbours. These two parameters would be used in the scheduling process

in the following way.

The rank of a sensor node is defined by the cardinality of its neighbour set (see
Section [£.3). For example, if a sensor node does not have any neighbour, its rank is
zero; if there is a single neighbour, the rank of the node is one, and so on. According to
the node scheduling rules, a sensor node with a lower rank enjoys higher priority to
be selected than a sensor node with higher rank, and vice versa. Thus node selection
procedure starts with the sensors with lower ranks. The sensors with rank zero are

considered first; after that sensors with rank one are considered, and so on.

To consider whether a sensor node S; is to be selected or not, its shared sensing re-
gion (§(S;)) with the currently selected neighbouring sensor nodes is calculated. This
is because if a sensor node is not selected by the scheduling algorithm, there is no point
to counting the sensor node as a neighbour. For clarification, consider the sensor node
S; has four neighbouring sensor nodes, S,,, S,, S, and S,. Among the neighbours, for
example, the sensor nodes S,, and S, have already been selected. While the sensor
node S; would determine whether or not it would be selected, the sensor node S; cal-
culates &(S;). In calculating &(S;), the sensor node S; considers only two of its selected
neighbouring nodes S,, and S,. In other words, the sensor node S; does not consider

the sensor nodes S, and S, in calculating &(S;).

For the sensor node S;, after calculating &(S;), this value is compared with a thresh-
old value &4x. In this proposed node scheduling algorithm, this threshold value is

called "maximum allowed shared sensing region’. The sensor node is selected if §(S;) <
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Figure 4.6: Calculating shared sensing region by two nodes.

& nax, Otherwise the sensor node S; is turned off.

The following two sub-sections describe how a sensor node S; calculates &(S;) and
how &« value is estimated. Note that, as it is assumed that the sensors are deployed

randomly in the target field, it is not feasible to provide a fixed valued for &,.,,.

4.4.4.1 Shared sensing region calculation

Assume the sensing range of a sensor node S; is r. By definition, a node’s sensing
region is a circle centred at this node with radius r, if all nodes lie on a 2-dimensional
plane. To simplify the calculation, consider only two nodes that share their sensing

regions.

Figure 4.6| shows the calculation of shared sensing region of two sensor nodes, S;
and S;, step by step, from left column to right column, for three different situations:
0<d<r,r<d<2randd=r, where d is the Euclidian distance between two sensor
nodes (AB = d), and r is the radius of the sensing region (d cannot be greater than 2r,
otherwise they are not considered as neighbours). Let C and D be the two intersecting

points by the sensing areas of two nodes and angle ZCBD = «.

Now, ABCD = %((1/2) and a = 2arccos (d/2r)

So, half of the shared area of two circles = ’270‘ — %(a/z)

Thus, the shared area by the two sensor nodes S; and §;

&(S;,S;) = r*a.—drsin(0,/2) = 2r*arccos (0,/2) — drsin (arccos (d /2r)) (4.2)
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Using equation 4.2} the sensor node S; can easily find out the shared sensing area if
the sensor node S; has only a single neighbour. However, in most of the cases, a sensor
node has more than one neighbour. Let a sensor node S; has m number of neighbours.
(w(S;)) ={S1,52,...,8Sm}). Further assume, &(S;,S1) =A1,&(S:,52) =Az,...,&E(S:,Sm) =An.
Without loss of generality, it can be assumed that a higher number of neighbours pro-
duce higher probability to coincide the sensor node S;’s shared areas with its neigh-
bouring sensor nodes. Also assume, d(S;,S1) < d(S;,S2), d(Si,S2) < d(S;,S3), and so on
(i.e., 8y is the closest neighbour of S; whereas S, is the furthest neighbour of ;). Thus,
Al >A) > A3 > Ay

To calculate the shared sensing region of §; with its neighbour nodes, the contri-
butions of each sensor node (from the closest to the furthest) would be considered.

Essentially, the closest neighbour contributes the most.
Thus, considering the first neighbour Sj, £(S;) = A;.
Considering the second neighbour Sy, §(S;) = A +A42 — (A1 NA2).

Considering the third neighbour S3, (S;) =A; + A, +A3 — (A1 NA2+A2 NA3+A3 A +
A1NA2NA3).

and so on.

Now, finding the value of common areas of shared regions(such as A;(NA>(1A3)
is not trivial. As the number of neighbours increases, the complexity if the compu-
tation increases exponentially. This computation may not be suitable for resource-
constrainted sensor nodes. For this reason, a heuristic approach was adopted. This

approach is described below.

Consider the calculation of A1 (A;.Two extreme cases can be assumed, where in
one extreme case, A; and A, would be disjoint. In this case the contribution of the
second neighbour to &(S;) is the whole shared area A;. On other extreme case, the
shared area of the second neighbour A, would be fully covered by the A;. In this case
the contribution of the second neigbour to (S;) is 0. The huristic followed in this case

is to take the average of the two extreme cases. Thus, using this huristic, A| (A2 = %.

Therefore, after considering the second neighbour $,, £(S;) = A +42 — (A1 NA2) =
A+ % .
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Now, applying the hurustics, A; (A3 +A2(NA3 —A1[NA2NA3 ~ A3 + 3 — ?.

Therefore, after considering the third neighbour S3, §(S;) =A1 + A, +A3 — (A1 A2+
ANA3 +A3NAL +AINANA3) A+ 2+ 4

Thus, it can be shown that the total shared sensing region of S; with its neighbours,

3

E(51) = E(51,51) + 5E(5::52) + E(51.53) + -+ E(55)

JE(5.,82)+

(4.3)

Equation (4.3) is used to calculate the total shared sensing region of a sensor node
Si in respect to its neighbouring nodes which have already been selected. If the calcu-
lated value of &(S;) is less than or equal to &4y, the sensor node S; is selected, otherwise

it is turned off. How to estimate the value of &, is shown below.

4.44.2 Estimate maximum shared sensing region (§,,,,) value

Selecting the value for &, is crucial in this proposed node scheduling algorithm. If
Emax value is too small, the scheduling process would require a longer period of time.
On the other hand, choosing a very large £, actually diminishes the efficiency of
the algorithm. Also note that random deployment of the sensor nodes in the target
field precludes a pre-determined value of &, . The value of &,,,, mainly depends on
deployed density (3) of the sensor nodes. Deployed density (8) is calculated using the
definition discussed in Section[4.3] Figure[#.7]shows the relationship among deployed
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Deployed set of sensor nodes, N =
Selected set of sensor nodes Q = ¢

Expected coverage ratio A
Deployed density &
Threshold T=7(5, 2, A )

Initial phase
for each sensor node S, e N
generate pseudorandom number PR, = f(x,E,)
/I x is the number of times the node was selected earlier
/I E.is the node’s residual energy
send hello message to all neighbours
if (PR, <T) send notify message to all neighbours

{Sl’SZs"'}

Starting phase
for each sensor node S, eN
if S; does not participate in scheduling process
while(1)
wait for wakeup message
if S; participates in scheduling process
construct neighbour set y(S;)
Arrange all members of y(S;) using ascending values of the distance from S;
Assign Rank R(S))
Assign estimated maximum allowed shared sensing region &,.. = f(5, A)

Scheduling phase
while coverage ratio achieved <
for each sensor node S, e N from lower to higher ranks

Calculate &(S;) with respect to all §; such that S, ey(S) & S, eQ
If (é(Sl)S émax)
Q=QUS,
Adjust coverage ratio achieved
Calibrate &,

Figure 4.8: Chain member scheduling algorithm.

density (8), maximum shared sensing region allowed (&,,4) and normalized coverage
ratio (A). For example, if the deployment density is 3.3, and the user requires a cov-
erage ratio A = 90%, the algorithm starts with the value of maximum shared sensing
region &,,,x = 25%. One point to note here is that, as it is assumed that the sensor
nodes are deployed randomly over the target region, it is not possible to calculate the
exact value of £, beforehand. Using this algorithm, however, the value of £, can

be estimated as closely as possible.

Using these estimations and calculations, sensor nodes from the target field are

selected. The total node scheduling algorithm is shown in Figure

The following two sub-sections discuss two important issues: i) how to adopt the
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Figure 4.9: Adoptation of the proposed node scheduling algorithm.

node scheduling algorithm in the existing logical topology, which was described in
Chapter 3} and ii) different states of sensor nodes during the node scheduling algo-

rithm run and the transitions of the sensor nodes from one state to another.

4.4.5 Adoption of node scheduling algorithm

To extend the basic logical topology (that is described in Chapter 3) with the node
scheduling scheme, a straightforward way is to insert the self-scheduling phase of the
proposed scheme before the chain formation phase of the basic logical topology. The
advantage of such a timeline is that the proposed node-scheduling scheme is embed-
ded into the basic logical topology seamlessly without any modification of its original
workflow. The timeline of the implementation is illustrated in Figure[#.9] Figure[4.9(a)
shows the original workflow of the proposed logical topology, which was described
in Chapter 3. By ‘Scheduling’ in Figure [£.9(b) the placement of the proposed node
scheduling algorithm is shown. Note that the adopting the node scheduling algo-
rithm can be embedded very easily. If the node scheduling algorithm is embedded in
the proposed logical topology design, the algorithm would be initiated in each chain

construction round.

4.4.6 Scheduling states and transitions

This sub-section describes the different states and their transitions during the sensor
network runs using our logical topology. In Chapter 3, it is described that recon-
struction of a chain is required when around 20% of its member nodes die. The node

scheduling scheme aims to engage only a subset of the deployed nodes in the field to
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Figure 4.10: States and transitions of the proposed node scheduling algorithm.

construct chains. Intuitively, this leaves an option to change the member nodes of a
chain more frequently. This helps energy dissipation by the sensor nodes to be more

even, and thus increases the lifetime of the network.

In the proposed node scheduling algorithm, all the nodes stay in one of the three
states: i) waiting state ii) sleeping state and iii) working state. Figure shows the

states and their transitions.

At the very initial stage (just after the sensor deployment), or after the end of each
chain construction round, all the nodes are in waiting state. Each node waits for a
random back-off time (to avoid collisions), and then broadcasts a "hello” message. It
is used for a node to collect the pseudorandom numbers generated by its neighbour
nodes. Each node maintains a neighbour table and refreshes it periodically. Maintain-
ing the pseudorandom numbers of neighbours is worthwhile when a sensor node in
sleeping state has to take part in the scheduling procedure to make up coverage ratio.
In other words, in waiting state, a node broadcasts a "hello” message. It then makes
decision whether or not to take part in the scheduling procedure, and then notifies its
intension sending a 'notify’ message. When a node does not take part in the schedul-
ing procedure, it goes to sleeping mode directly without notifying its neighbours. On
the other hand, if a node takes part in the scheduling procedure and is selected, it
enters the working state, otherwise it goes to sleeping state. At the end of a new chain

construction round, all nodes come back to waiting state. In working state, a node
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actively monitors the area and takes part in communication along the chain, as de-
scribed in Chapter 3. A node remains in working state until the beginning of a chain
construction round. It is assumed that when a node fails, it simply stops working and

does not send or receive any messages.

4.5 Mathematical Analysis

In this section, a mathematical model is used to calculate the number of sensor nodes
required to achieve a fixed coverage ratio. The aim to present this mathematical model
is to validate the simulation results. The results from this mathematical model will be

matched with the simulation results and compared.

Let the target field A has an area a. Further, assume g C A be the part of the target
field A, which will be covered by the circular sensing ranges of k number of sensor

nodes residing in the target field. Then, the fraction M()

where area(q) denotes
area of g, is the user’s desired sensing coverage at each reporting round. Any point
(x,y) € A is considered to be covered if it is inside the circular sensing coverage of a
selected sensor node in the target field. To measure the probabilistic sensing coverage,
the probability of a point (x,y) € A not to be covered by a selected sensor node S;,
P(1).(x,y)is measured. Let (u,v) be the location of Sensor S;, and A(x,y) be a circular
area centred at point (x,y) with radius r. Then, the point will not be covered when

(u,v) € A—A(x,y). Therefore, the probability of the point (x,y) not to be covered by a

randomly selected sensor node, is given by:

P = [

. /¢uvdudv (4.4)
where ¢(u,v) = é is the probability of S; to be located on a point (x,y) € A . Equation
(4.4) represents the fraction of A not covered by a randomly-selected sensor node’s cir-
cular sensing range. Thus, the probability of a point not covered by randomly selected

k sensor nodes is obtained as:

(P(1)}(x,y))’ (4.5)

:»

P(k)q(x,y) =

Il
—_

2
Let g be the area that is not covered. For randomly selected k sensor nodes, the

expected value of g can be given by:

/ /P (x,y)dxdy (4.6)
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Now, consider how much area in A can be covered by randomly-selected k sensor
nodes. For this purpose, consider the fraction of A not covered by these k sensor
nodes within A. This can be obtained by dividing E [g] (Equation 4.6) by the area of A,
a? assuming all (x,y) points are uniformly distributed over A. Using Equations (4.4)

and (4.6), the fraction of A not covered by k selected sensor nodes, is given as:

E [;’2] _ <A—f[‘\<xay)>k: <a2 ;z’frz)k 47)

Finally, when k sensor nodes are randomly selected from A, the probabilistic sensing

coverage that any point of A will be covered by at least one of k selected sensor nodes’

circular sensing range is equivalent to the desired coverage ratio A. Thus,

g o — 2 \*
g[8 (U as
Therefore, the smallest integer k£ which meets the desired sensing coverage, A, can be
defined as:
log(1 —
ogl =2

In order to verify the correctness of k, the analytical model is simulated, and the
simulation results are compared with the numerical results measured from Equation
(4.8). Figures a) and (b) show the comparison of the results in covering a re-
quested portion of the monitored area with varying network sizes and sensor nodes’
circular sensing ranges. The simulation results shown in each plot correspond to the
average of 100 simulation runs. Regardless of the sizes of the network and sensing
range, it can be observed in Figures a) and (b) that both the numerical and simu-

lation results are found to match well.

4.6 Experimental Results

This section evaluates the performance of the proposed node scheduling algorithm
based on various experimental results. The proposed node scheduling algorithm is
compared with a method which selects a same number of sensor nodes using uniform
distribution. Figure shows the comparison of the scheduling algorithm with ran-

domly chosen nodes from uniformly distributed nodes. For example, to achieve the
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Figure 4.11: Comparison of simulation and analytical results for covering a target
field.

coverage ratio A = 80% while uniform distribution method needs around 50 nodes,
the proposed algorithm needs to select only 35 nodes to produce the same coverage
ratio. Because in the proposed algorithm, nodes are selected on the basis of shared

sensing regions, the selected nodes effectively produce better coverage ratio.

The next experiment measures the energy consumption of the nodes using the
proposed node scheduling algorithm. For the purpose of energy consumption calcu-

lation, energy expenditure model is required.

In practice, it is difficult to model energy expenditure in radio wave propagation.

Therefore, in order to measure the energy expenditure in the network, the simplified
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Figure 4.12: Comparison of proposed node scheduling algorithm with a method
which chooses nodes from random distribution. (| X| = 100,A = 400m x 400m, r = 40m).

radio model, which is used in [Heinzelman et al., 2000; [Lindsey and Raghavendra)
2002], is assumed. The model uses the first order radio model. In this model it is
assumed that the sources of energy dissipation are the transmitters which dissipate
energy to run radio electronics and power amplifier. Another source of energy dissi-
pation is assumed as the receivers which dissipate energy to run the radio electronics.
In [Heinzelman et al., 2000; Lindsey and Raghavendra, 2002], it is approximated that
the transmitter amplifier requires E,;,, = 100p] /bit/m?* to amplify the signal at an ac-
ceptable signal to noise ratio (SNR). In addition, energy required in running transmit-
ter and receiver electronics are equal and given by E;_cjec = Erx—ciec = Eetec = 50n] /bit.
Moreover, the energy cost for data aggregation is considered as 5nJ/bit/message [Li
and Halpern, 2001]. The bandwidth of the channel is set to 1 Mb/s [Kulik et al., 2002].
In the experiments, it was assumed that each data message is 2000 bits long and infor-
mation processing time in a node was between 5 to 10 milliseconds [Kulik et al., 2002].
The medium is assumed to be symmetric, so that the energy required for transmitting
a message from node A to B and from B to A are the same at a fixed signal to noise ra-
tio (SNR). So it can be said that, for free space propagation loss, energy dissipation is
certainly dominated by the long distance transmissions. Thus, the total transmission

cost for a k-bit message is given by the equation In case of receiving a message,
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Figure 4.13: Energy dissipation comparison among PEGASIS, COSEN and proposed
protocol. (|X| = 100,A = 50m x 50m,r = 10m,A = 92%,6 = 2.7).

the energy consumption equation is given by equation[4.11]

Ep(k,d) = Epjoe X k4 Egmp % k x d? 4.10)
4

Epe(k) = Eojee X k (4.11)

where d is the distance between the sender and the receiver measured in meters.

Figure shows the comparative energy consumption of the proposed method
with that of COSEN and PEGASIS. PEGASIS is chosen in this case, because PEGASIS
is also a chain oriented algorithm which acts like COSEN, except that it uses a single
chain. To compare energy consumption, a large value of A = 92% is chosen. In the ex-
periments it was found that, by offering 92% coverage ratio, the proposed scheduling

algorithm saves around 21% energy than COSEN in 500 rounds.

Figure [4.14|shows the network lifetime patterns using PEGASIS, COSEN and the
proposed algorithm. In PEGASIS, the first node dies at around 350 rounds, and 90%
sensor nodes die at around 600 rounds. In contrast, using COSEN, the first nodes
dies at about 400 and more than 90% sensor nodes die at around 550 rounds. Using
the proposed algorithm however, it was found that the first node dies at around 500

rounds and 90% of the sensor nodes die after 875 rounds. That means for A =~ 90%, the



4.6 Experimental Results 120

100 By
90
80
70 A
60 -
50 -
40 A
30
20 A
10 -

0

Number of alive sensors

100 200 300 400 500 600 700 800 900 1000

Lifetime (rounds)

——PEGASIS —A— COSEN —¥— Proposed protocol

Figure 4.14: Lifetime pattern comparison among PEGASIS, COSEN and proposed
protocol. (|X| = 100,A = 50m x 50m, r = 10m, A = 92%, 5 = 2.7).

proposed algorithm doubles the lifetime of network. If the user requires less coverage

ratio, the lifetime can be extended even further.

In addition, to verify the effectiveness of the proposed node scheduling algorithm,
extensive simulation experiments were performed to compare the performance of the
proposed algorithm with PEAS and PECAS. The reason why these two protocols were
chosen is that these two protocols also schedule nodes based on coverage of the target
field. The comparison was performed in terms of number of alive nodes over time
period. An alive node is a node which has remaining energy and is in one of three
states (working, sleeping and waiting). In PEAS, more sensors are in working state
but a large part of their sensing area is redundantly overlapped by their neighbours’
sensing area. Thus the sensing coverage is not sufficient over time due to the fact
that sensors die rapidly. In PECAS, which is an advanced version of the PEAS in
terms of energy balance, more sensors also maintain a working state in its early stages.
PECAS has a slightly longer lifetime than PEAS. Nevertheless, its sensing coverage is
similar to that of PEAS with time. It was observed that the proposed node scheduling
algorithm performed much better than PEAS and PECAS in terms of number of alive
nodes over time. Figure[4.15/shows the comparison among these three protocols using

A = 95% for 200 sensor deployed in a 200m x 200m target field with a deployment
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Figure 4.15: Comparison among proposed node scheduling algorithm, PEAS and
PECAS. (|X| = 100,A = 50m x 50m,r = 10m,A = 92%, 6 = 2.67).

density of & = 1.92.

4.7 Summary

This chapter propose a node scheduling algorithm. The algorithm is designed to select
member nodes for the proposed chain oriented logical topology. The node scheduling
scheme is motivated by the reason that some applications of wireless sensor networks
do not require 100% coverage. Furthermore, in a target field, sensor nodes are usually
deployed densely, and this creates redundancy. By exploiting both redundancy of sen-
sor nodes and the requirement of less than 100% of coverage, the proposed member

node selection/scheduling algorithm is developed.

As the inherent logical topology guarantees the connectivity of the network, cov-
erage is chosen as the primary basis of designing the algorithm. The primary criteria
used to schedule sensor nodes are: number of neighbours, amount of shared sensing
of the sensors, residual energy and repetition of selection number. Simulation results
show that the proposed node scheduling algorithm saves a significant amount of en-
ergy, while sacrificing only a little amount of coverage. For example, the proposed

scheduling algorithm saves more than 20% energy as compared to the conventional
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chain-oriented algorithm while reducing only 7% - 8% of the coverage ratio. For var-
ious applications, such as temperature/humidity or sea level monitoring or forest
fire detection systems, where 100% coverage is not required, this offers a very useful

trade-off to the users.

After selecting a set of nodes from deployed sensor nodes, the selected node would
initiate the construction of the logical topology. The next chapter discusses these is-

sues.



Chapter 5

Voronoi Diagram Based Chain
Construction

5.1 Preamble

This chapter discusses the second adaptation of the proposed multi-chain oriented
logical topology, and this adaptation aims to create an efficient localized chain for the
proposed logical topology. The notion of localized chains is primarily motivated by
the idea that, if the constructed chains are restricted to local areas, rather than span-
ning around the network, they encounter fewer problems from radio interference.
Adding interference-awareness in designing the chains leads to increased through-
put, and further reduces the energy consumption by avoiding unnecessary retrans-
missions caused by interference-induced packet losses [Johansson et al., 2008]. In ad-
dition, restricting chains into local areas also limits the maximum length of chains,
and thus reduces the rate of energy consumption. Furthermore, faster convergence
time for data gathering and data dissemination are also achievable using localized
chains. In order to secure these advantages, this chapter proposes a scheme to create

localized chains using a tessellation method.

Tessellation means careful juxtaposition of shapes in a pattern. In WSNs, differ-
ent tessellation techniques have been used [Chen et al., 2008} Banimelhem and Kha-
sawneh, [2009; Peng et al., 2007; Lima and de Abreu, 2008|]. For example, Banimelhem
and Khasawneh [2009] used a grid based tessellation technique to divide the target
field into multiple square shaped areas. Most of the tessellations are performed man-
ually, which is not feasible in many cases (for example, in an unattended area or a bat-

tlefield). On the other hand, automatic tessellations are achieved by the deployed sen-
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sor nodes using their communications. Irrespective of whether it is organized man-
ually or automatically, when the sensor nodes are deployed randomly in the target
field, the tessellation techniques that use regular geometrical shapes (square, rectan-
gle, hexagon etc.) cannot produce uniform density of the sensor nodes inside the tes-
sellation cells. Uneven distribution of sensor nodes in different cells results in uneven
distribution of energy consumption, which in turn adversely affects the network life-
time. Thus a technique is required to divide the target field into smaller areas (cells)
with respect to the density of the deployed sensor nodes, instead of geographical size
of the target field. In doing so, this chapter proposes to use a well-known tessella-
tion technique based on Voronoi diagram. The primary aim of this chapter is to design
protocols: i) to tessellate the target field automatically so that each cell contains a sim-
ilar number of sensor nodes, and then ii) to create efficient localized chains in each

tessellation cell taking both interference and energy cost into account.

The rest of the chapter is organized as follows. Section [5.2| further discusses the
motivation for employing localized chains. Section |5.3|describes some of the existing
tessellation based chain construction algorithms, and identifies the requirements for
an improved tessellation based chain construction algorithm. Section 5.4]describes the
tessellation technique which would be used for the proposed localized chain creation
scheme. Section describes the proposed scheme in detail with various illustra-
tions. Experimental results and analysis are presented in Section [5.6| to demonstrate

the performance of the proposed scheme. The chapter concludes in Section 5.7}

5.2 Motivation for the Creation of Localized Chains

Radio interference is an inevitable consequence of any wireless communications. Var-
ious interference models have been used in existing literature [Burkhart et al., 2004;
Von Rickenbach et al.,[2005]]. This section uses a concise and intuitive definition and
metric for interference, as proposed by Burkhart et al.| [2004]. In this paper, the in-
terference of a network is defined as the maximum edge coverage occurring in the
network. If the distance between two nodes u and v is d(u, v), the coverage of the edge
e = (u,v) is defined as the number of nodes within distance d(u,v) from each node.

Thus the coverage of an edge e = (u,v) to be the cardinality of the set of nodes covered
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Figure 5.1: Nodes covered by a communication link.

by the disks induced by « and v:

cle) =|{w e Vl]d(u,w) < d(u,v)}U{w eVl]d(v,w) < d(u,v)}) (5.1)

In other words, when the nodes # and v communicate with each other using the
minimum required transmission power, the number of other nodes affected by this
communication is defined as edge coverage (see Figure 5.I). The edge level interfer-
ence, defined above, is then extended to a graph interference measure as the maxi-
mum coverage occurring in a graph G(V, E):

I(G) = maxg(e) (5.2)

eckE

Thus, to reduce interference, the distance between two successive nodes of a chain
should be minimized. Although greedy method (choosing the nearest unselected
node) keeps the distance between two successive nodes at a minimum during the
early stage, it produces longer links at the late stage of chain formation. This is illus-
trated in Figure In this figure, six nodes (A to F) are used to create two chains,
supposing that the maximum length of a chain should be three. Figure [5.2(a) shows
the greedy approach for chain construction. Assume the chain creation starts from
node A. The node A selects B, because B is the nearest node to A, and then the node
B selects node C. Thus the construction of the second chain starts from the node D.
Node D selects the node E as its successive node. Now, the node E has to select the
node F, because F is the only unselected node in the present situation. Note that, the
link EF spans almost the width of the network. Thus, when nodes E and F send mes-

sages to each other, even nodes of another chain (ABC) suffer the interference. Further
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Figure 5.2: Chain construction approaches: (a) using greedy method, (b) creating lo-
calized chains.

nodes A, B, C and D spend the receiving energy although the message was not in-
tended for them. On the other hand, Figure [5.2(b) shows that the nodes are divided
into two groups G| and G; according to their locations. In G, nodes A, B and F' create
a chain (ABF) and in G,, nodes C, D and E create another chain (CDE). Note that, none
of these chains spans around the network, and each of them are restricted in an area.

Thus chains ABF and CDE are called localized chains.

5.3 Existing Localized Topology Related Works

Recently, localized topology creation has received enormous attention, and research
[Manolopoulos et al., 2010; |Li et al., 2004; Mamun et al., 2010d] has been conducted to
control localized topology in multi-hop wireless networks. For chain oriented topo-
logies too, a few protocols have been proposed to develop chains which are restricted
in local areas. In the first part of this section, some protocols for controlling topology
of WSNs are discussed, while the second part of this chapter describes the protocols

specifically proposed and designed for chain oriented topologies.

5.3.1 Existing protocols for controlling localized topology

Topology control with transmit power adjustment [Manolopoulos et al.,, 2010] has
been considered an effective tool to generate reduced networks with desired prop-
erties such as sparse network connectivity, low interference, and improved network

throughput. It works by assigning (reduced) transmission powers to network nodes
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so as to create a reduced topology while meeting certain specific properties. There
are in general several objectives to be considered in designing topology control algo-
rithms [Manolopoulos et al., 2010; Li et al., 2005]], including localized operations, low
node transmission power, and preserving global connectivity. Some existing works
designed to address the issue of topology control with transmit power adjustment are

described below.

Rodoplu and Meng|[[1999] propose the concept of relay region and enclosure graphs,
with which each node builds a closure graph and maintains only a set of neighbours
with which direct communication is more power-efficient than in the case where an
intermediate node is introduced. On the reduced topologies obtained, the distributed
Bellman-Ford algorithm is employed to establish the min-power connectivity from
all nodes to a master-site. [Liu and Li [2003]] design a localized Shortest Path Tree
(SPT) algorithm, with which each node first builds a local SPT on top of its one-hop
neighbourhood and then keeps only those one-hop on-tree neighbours as its neigh-
bours (called neighbour set). [Li et al. [2005] propose a Localized Minimal Spanning
Tree (LMST) algorithm. With LMST, each node independently builds a local minimal

spanning tree on top of its one-hop neighbourhood in generating its neighbour set.

5.3.2 Existing protocols for localized chain creation

Localized chain construction algorithms that are described in this section are collected
from routing protocols for WSNs. The protocols are Energy-efficient Chain-cluster
Routing protocol (ECR) [Tian et al., 2007], Energy-Balanced Chain Cluster Routing
Protocol (EBCRP) [Rong et al.,|2010], and Chain-based Hierarchical Routing protocol
(CHIRON) [Chen et al.,[2009].

Tian et al.|[2007]] propose a protocol, named ECR, to create several localized chains
confined in rectangular areas. Similar to this thesis, ECR also assumes that the BS
is situated outside the target field. In the ECR protocol, after deployment, sensor
nodes build a relative network coordinate system with the distributed algorithm de-
scribed in [Capkun et al., 2001], so that every node can calculate its self position in
the network system using the Cartesian coordinate system. According to the distance
in Y-direction between sensing region and the BS, the sensing region is then divided

into several horizontal sub-areas with the same width (see Figure[5.3). Nodes in the
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Figure 5.3: ECR divides the target field into several horizontal rectangular shaped
regions. In each rectangular area, a chain is then constructed.

same cluster organize themselves into a chain according to the order of X-coordinate
from one side to the other. The network topology is maintained until the last node

dies even though dead nodes emerge in the network.

Energy-Balanced Chain-cluster Routing Protocol (EBCRP) [Rong et al., [2010] di-
vides the network into several rectangular sections and constructs a routing chain
using the ladder algorithm rather than greedy algorithm. The protocol works in a
similar manner to ECR protocol, except it divides the target field into several vertical

rectangular areas. This is shown in Figure

Both ECR and EBCRP suffer from the same serious problems. Firstly, division of a
target field into rectangular shaped smaller areas does not guarantee that the distance
between two successive nodes of a chain will be smaller. Using these protocols, there
can still be a chain constructed which would span the width of the network. Secondly,
because of the long distance between two successive nodes in a chain, the interference

would be high, and this would affect the lifetime of the network.

Chen et al. [2009], propose a hierarchical chain-based routing protocol (CHIRON),
which creates localized chains using the technique of BeamStar [Mao and Hou, 2007]]
to divide the sensing area into several fan-shaped areas (see Figure[5.5). The sensor
nodes within each group are then self-organized into a chain for data dissemination.

In this protocol, instead of taking turns, the authors consider the node with a maxi-
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Figure 5.4: EBCRP divides the target field into several vertical rectangular shaped
regions. In each rectangular area, a chain is then constructed.
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Figure 5.5: CHIRON divides the target field into several fan-shaped areas. In each
area, a chain is then constructed.

mum residual energy as the candidate for being a chain leader. In addition, the nearest
downstream chain leader is elected for relaying the aggregated sensing information.
The problems of this protocol are i) the areas generated in this protocol are very un-
even, thus some chains consist of very few sensor nodes while other chains contain a
very large number of nodes, ii) this protocol is not scalable, because for a large scale
sensor network, the fan-shaped areas would be uncontrollably big, iii) additionally,
in a situation where the area is uncontrollably big, the protocol suffers from serious
transmission delay, iv) as the same nodes are always selected, those nodes consume

more energy, and die soon, and v) energy consumption is not evenly distributed.
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5.3.3 Requirements for improved localized chains

From the discussion and examples discussed above in this section the following re-

quirements for localized chains can be identified:

i) Created chains should be limited to a small part of the network.

ii) The distance between any two successive nodes in a chain should also be re-

stricted.
iii) All created cells should have similar node density.
iv) The length of all created chains should be similar.

v) Chains should be of optimal size. If chains are too short, they reduce interference;
however, energy consumption would be higher due to the incorporation of multi-
ple higher-level chains. On the other hand, if a chain is too long, both interference

and latency would increase.

5.4 Description of the Tessellation Technique Used

In this chapter, a tessellation technique, known as Voronoi tessellation, is used to divide
the sensor nodes into different groups based on their location. The proposed tessella-
tion technique uses Voronoi diagrams. The following section provides a description of
elementary, though important, properties of Voronoi diagrams, and their applicability

in creating localized topology structures.

Voronoi diagrams: definition and properties

Voronoi diagram is a useful planar subdivision of a discrete point set. It represents
distance relationships and growth phenomena. Thus, it is not surprising to use Voronoi
diagrams to model crystal growth or large objects in the universe, and to observe them
in natural objects, such as in the carapace of turtles, or in the necks of giraffes. Voronoi
diagrams have also been used for solving many problems, such as nearest neighbour
search, motion planning, and cluster analysis [Aurenhammer,|1991]]. In WSNs, Voronoi
cells can provide a means to help monitoring and tracking targets [Chen et al., 2004,

conserving energy [Zhou et al, 2004], and balancing workloads [Chen et al., 2008].
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Figure 5.6: Voronoi diagram.

A generic definition of Voronoi diagram can be given as follows. Let S denote a set
of n points (called sites) in a plane R*>. For two distinct sites p,q € S, the dominance
of p over g is defined as the subset of the plane R? being at least as close to p as to g.
Formally,

dom(p,q) = {x € R*|d(x,p) <d(x,q)} (5.3)

where d() denotes the Euclidean distance function. Clearly, dom(p,q) is a closed half
plane bounded by the perpendicular bisector of p and ¢. This bisector separates all
points of the plane closer to p from those closer to ¢, and will be termed the separator
of p and ¢. The region of a site p € S is the portion of the plane lying in all of the

dominances of p over the remaining sites in S. Formally,

reg(p)= () dom(p,q) (5.4)
geS—{p}

Since the regions are coming from intersecting n — 1 half planes, they are convex
polygons. Thus the boundary of a region consists of at most n — 1 edges (maximal
open straight-line segments) and vertices (their end points). Each point on an edge is
equidistant from exactly two sites, and each vertex is equidistant from at least three.
As a consequence, the regions are edge to edge and vertex to vertex, that is to say, they
form a polygonal partition of the plane. This partition is called the, V (S), of the finite
point-set S (see Figure[5.6). One of the important properties of the Voronoi diagrams is
that dense subsets of sites give rise to Voronoi cells of small area and sparse subsets of
sites produce larger Voronoi cells. Thus Voronoi diagrams balance the site density. For

this reason, this chapter proposes to use Voronoi diagram to tessellate the target field.
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5.5 Description of the proposed Chain Construction Scheme

The aim of this chapter is to design a scheme that constructs a number of localized
chains, and selects a sensor node as a leader for each chain. To construct localized
chains, Voronoi tessellation method is used. The proposed chain construction scheme
goes through four sequential steps. Related protocols are designed and applied in
each of these steps. In short, a number of sensor nodes are selected as tentative lead-
ers, and then Voronoi diagrams are created with respect to the tentative leaders. After
that, in order to conform to sizes and node density of Voronoi cells, a Voronoi diagram
management protocol is applied. Finally, in each Voronoi cell, an efficient chain is con-
structed. The four sequential steps, namely i) tentative leader selection, ii) Voronoi dia-
gram construction, iii) Voronoi cell management, and iv) chain construction in a Voronoi

cell, are discussed in the following sections.

5.5.1 Tentative leader selection

At the very first stage of the scheme, tentative leaders are selected. The selected ten-
tative leaders are used in the second step to construct Voronoi diagrams. The nodes
selected in this step may become the leaders of constructed chains, depending on the
Voronoi cell size. If the Voronoi cell created is of optimal size, the node which is used to
construct this Voronoi cell becomes the leader of the chain in that Voronoi cell. In order
to select a tentative leader, the residual energy of each node is primarily considered.
The other factor that is considered is the number of times the node was previously
selected as a leader. In doing so, each node chooses a random number from 0 to n. If
the number is less than a threshold 7;,, the node is nominated as a tentative leader. To
select a tentative leader, the threshold 7, and the node’s residual energy Er are used

as parameters in the following function p(S),

p(S) = f(Er, Ty)

where

4, n G G;
T, = 1—p><(r mod %) (55)

0, otherwise.

Here p is the desired number of chains. In the simulation the value of p is found from

0.05 to 0.08. This means that, with 100 sensor nodes deployed in the target field, the
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optimal number of chains should be from 5 to 8. Here r is the current round, and G
is the set of nodes that have not been local leaders in the last n rounds. Using this

threshold, each node will be nominated as a leader at some point within n rounds.

5.5.2 Voronoi cell construction

In a two-dimensional plane, the Voronoi diagram of a set of discrete points (sites) par-
titions the plane into a set of convex polygons such that all points inside a polygon
are the closest to only one site. This construction effectively produces polygons with
edges that are equidistant from neighbouring sites. Several Voronoi diagram construc-
tion algorithms exist in literature [Zhou et al., 2004; Fortune), [1986; Sharifzadeh and
Shahabi, 2004]. However, the difference between these algorithms and the proposed
algorithm is the number of nodes on which the protocol would run. All of the exist-
ing algorithms construct Voronoi diagram using all the sensor nodes in the target field.
However, the proposed Voronoi diagram construction algorithm considers only a few
of the nodes which are leaders (recall from Section that only 6%-8% of the total

sensor nodes are elected as lower-level leaders).

Given a set of points P = {pj, p2,...pn} in a two-dimensional plane R, the Voronoi
Diagram divides R into n cells. Each cell C; centers at point p;. Any point in cell C; is

closer to p; than to any other centers. Thus,

Ci= () {pld(pi,p)<d(pj;p):peR} (5.6)
i#],j=1

where p is a point in plane R; d denotes the Euclidean distance between p; and p.

The lines at the boundaries of the Voronoi diagram extend to infinity. However,
since there are only a few nodes taking part, the Voronoi diagram can be clipped to
the boundaries of the field. Since travelling along the boundaries of the sensor field
also constitutes a valid path, extra edges in the Voronoi diagram corresponding to
the bounds are introduced. In subsequent discussions, Voronoi diagram refers to the

bounded diagram.

To construct the Voronoi diagram, the selected tentative leader nodes are required
to know their locations. This is usually achieved through GPS or other techniques

[Wang et al., 2007; Girod and Estrin, [2001]]. The Euclidean distance from a sensor to a
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Figure 5.7: Straight line L divides the polygon P into two parts.

given point in the plane is thus computable. The following paragraph describes the

essential notations used in the algorithm for creating Voronoi cells.

Let a point x be inside a polygon P (see Figure5.7). A straight line L divides the
polygon P into two parts P(x) and P (x), such that the following relations hold: i)
P (x)UPL(x) =P, ii) PL(x) N PL(x) = 0, iii) x € P.(x), and iv) x & Pr(x.

Let S ={S51,52,...,5k} be the set of sensor nodes for which a Voronoi diagram would
be constructed. An algorithm is proposed (see Figure to calculate the Voronoi cell
for a single sensor node. When all the tentative leaders run this algorithm, a Voronoi

diagram for the whole network would be constructed.

In the proposed algorithm, each sensor node S; broadcasts its location informa-
tion S;.loc, to all other sensor nodes. Each sensor node maintains a queue, S;.Q. After
collecting the broadcasted messages from its neighbours, each sensor node stores the
location information of its neighbours in an ascending order according to the distance
of senders from itself. Using the information stored in the queue, each sensor node
S; then constructs a set of straight lines, which are computed as the perpendicular
bisectors between the node S; and the rest of the nodes in S;.Q. The sensor node S;
constructs a set of perpendicular bisector lines B; = {b;,b,...,br} where b; is the bi-
sector line between sensor S; and sensor S;, b, is the bisector line between sensor S;

and sensor S,, and so on.

Initially, the sensor node S; assumes the whole area is its Voronoi cell. When S;
receives messages from its neighbours and calculates B;, sensor node S; can rectify its

Voronoi cell using the algorithm shown in Figure

The algorithm in Figure5.8/constructs Voronoi cells for each of the tentative leaders

selected in the previous phase. The proposed algorithm requires only a few messages.
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Input: A bounded area 4,
A sensor node S§;
Output : The Voronoi cell of the node S;

Procedure Voronoi_cell (S;, A)

/linitialize the cell
Si.cell=A

/Ibroadcast S;’'s location to all adjacent nodes
S;.send_message(broadcast, S..loc)

/llisten for messages from neighbours, and store the messages in S.0

in ascending order according to the sender’s distance from S;
Construct a set of perpendicular bisectors B = {b, by, ..., b}
For each b;in B
if (S,.cellN 4, (S)) # ¢
S, .cell = §,.cell - Z,h )

return S;.cell

Figure 5.8: Voronoi diagram construction algorithm for a sensor node ;.

(b)

Figure 5.9: Voronoi cell construction for the node ;.

Moreover, a sensor node does not need to collect location information from all other
nodes, especially from distant nodes, as those nodes do not essentially affect the shape
of the Voronoi cell. Figure 5.9 depicts an example of the situation. In Figure Si
computes b, b3, and by4. Initially S; assumes the entire region as its Voronoi cell,
Si.cell=A. Figure shows that S; refines its Voronoi cell (shaded region is excluded)
by Sj.cell=S;.cell - ((A);)12(S1). Finally, in Figure S refines its Voronoi cell by
S1.cell=S;.cell - ((A))14(S1); as Si.cell N ((A)s)13(S1)=0, b13 does not affect the Voronoi
cell S;.cell.
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Figure 5.10: Merging two Voronoi cells to get rid of an undersized Voronoi cell for S3.

5.5.3 Voronoi cell management

After constructing the Voronoi diagram using the tentative leaders, Voronoi cells are
compared against a threshold value. If the cell is found to be too small, it is merged
with one of its neighbour cells. On the other hand, if a cell becomes too large, the cell
is split into two cells, and new leaders for the new cells are elected using the same
steps followed in Section Figure shows an example of merging two cells

into one.

5.5.4 Constructing a chain inside a Voronoi cell

When all the Voronoi cells are established, the chain construction starts in each Voronoi
cell. The very first step of this process is to recognize the tentative leaders as leaders.
The leaders then initiate the chain construction process in each of the Voronoi cells.
To construct a chain, both energy cost and interference cost are considered. As data
transmission energy is directly proportional to the square of distance, the energy cost
metric (EC) is calculated to be the total of the square of the distance between two
successive nodes in the chain. Thus, assuming two successive nodes # and v in a

chain C, the energy cost metric is calculated by:
EC= Z (d(u,v))? 5.7)

V(u,v)eC

On the other hand, the interference cost metric (IC) is calculated to be the total
coverage of all edges along the chain. Assume an edge between two successive nodes

u and v in a chain C. As discussed in Section the coverage of the edge is defined
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Input: A set of sensor nodes V' = {v,,v,,...,v,} where v, is the leader node
Output: A Chain
Chain C =,
Interference importance index g
While (V' # ¢)
Insert_next_node(C, )

Insert_next_node(Chain C(c,,c,,...,c; ), B)

{

foreach v_eV
Il calculate EC and IC metrics when the new node sits at the start of chain
ECStart (v[) = [d(v,' > C] )]2 + EC(C)
1C,,, (v;) = g(e(cpacpﬂ )+ IC(C)
c,,, =EC,, +pBxIC

Sstart
/I calculate EC and /C metrics when the new node sits at the end of chain
EC,,,(v,) = EC(C)+[d(c;,v)I’
ICstart (Vi ) = IC(C) + g(e(cp > cp+1 ))
TCend = ECend + ﬂ X Icend

/I calculate EC and /C metrics when the new node sits at the middle of chain
for each pair of nodes (c;,c,,,) in the chain

start start

i+l
EC, e (v)) =ld(c;, v, )+ [d(v;,c,, ) - [d(c;,c; )
1C, 40 (v;) = IC(C(ey,¢,) + g (ec;,v,) + g (e(v,, ¢0) + 1C(C(cyyy5¢,))
TC,aze = EC ae + BXIC 000
TC(v,) =min(TC,,,,TC, 4., TC )

Select the node v, which has minimum 7C

Insert the node v, in between the node ¢, and the node c,,
V=V\{»
}

Figure 5.11: Chain construction algorithm inside a Voronoi cell.

by the number of nodes within the distance d(u,v) from either node u or node v. Thus,

IC = Z c(e(u,v)) (5.8)

VeeC

The total accumulated cost metric is thus calculated as (EC + B x IC), where B is
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decided by the user of the WSN as the relative importance of the interference and
energy cost factors[] Each time a node is selected as the next member of the chain,
based on its contribution to the accumulated cost metric. Thus a new member node
increases the minimum possible energy consumption and interferences, compared to
the old chain. In this process, the chain may be broken to insert the new node to the

chain. The chain construction algorithm is demonstrated in Figure

5.6 Analysis and Simulation Results

Various protocols were designed for the proposed chain construction scheme. The
main two protocols among them are the Voronoi diagram construction protocol and the

chain construction protocol. The following presents the discussions of these protocols.

First, assume the protocol that is used in constructing a Voronoi diagram. Although
the construction of a Voronoi diagram is a well-studied topic in the field of computa-
tional geometry, computing it in a distributed fashion, especially in wireless sensor
networks, is a relatively new topic. In wireless sensor networks, the challenges of dis-
tributed computation are added to the vulnerability of the network, such as energy
limitations, wireless link failures, and low bandwidth. Therefore, not only time and
space of computation are important, but also efficiency in terms of power consump-
tion, bandwidth usage, and fault tolerance are equally important. It is noteworthy
that the Voronoi cells are created not for all the sensors of the networks. Only very few
(5% to 8%) of the nodes take part in this process. Also, such a node does not need to

collect all broadcasted messages, only those from its neighbours.

Second, assume the protocol that is used for the chain construction in each Voronoi
cell. The chain construction algorithm always guarantees to construct a chain that has
the lowest total cost, which consists of energy cost and interference cost. In wireless
communication, transmission energy is directly proportional to at least a square of the

distance between the sender and the receiver nodes. Thus, the constructed chains, cre-

! Interference affects the reliability, and causes high delay and congestion. Using these considera-
tions, an importance index can be created that will consider the performance of the network in respect of
interference. On the other hand, energy consumption factor directly affects mainly the lifetime of the
network along with reliability and QoS. Thus, another importance index can be created that will consider
the performance of the network in respect of energy consumption. Using the ratio of these two indexes,
B can be derived. It dictates the importance of considering the interference factor of a WSN. For example,
for a sparse WSN the value of should be lower than that of dense WSN.
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ated using the proposed chain construction algorithm, consume the lowest transmis-
sion energy. The protocol also reduces the interference caused by the communication
between any two successive nodes in the chain. Furthermore, Voronoi cells keep the
chain lengths under restriction. None of the chains created is too large or too small.
Moreover, interference-awareness restricts the distance between any two successive
nodes in a chain. In this way, the energy consumption of constructed nodes are evenly
distributed. This affects the lifetime of the networks. The following sections describe

the results from simulation.

5.6.1 Simulation environment and parameters

The simulation results of the proposed protocols are compared with ECR, EBCRP,
PEGASIS, COSEN, and CHIRON. Various experiments are performed to compare the
following: i) total length of created chains, ii) distribution of energy consumption,
iii) interference produced by the nodes when any two successive nodes communicate
to each other, and iv) network lifetime. The simulation program is developed and
written in object oriented programming language C++. Two dimensional Cartesian
coordinates are used to locate the sensor nodes and the BS. The BS is fixed in position
and is located at (25, 150). It is assumed that the sensor nodes are placed randomly in

the target field. The initial energy of each sensor is assumed as one Joule.

The transmitter amplifier (E,»,) is assumed to be 100 pJ/bit/m? to amplify the
signal at an acceptable signal to noise ratio (SNR). In addition, energy required in
running transmitter and receiver electronics are assumed to be equal and given by
Eix—ctec = Erx—ciec = Eeiec = 50n]/bit. Moreover, the energy cost for data aggregation
is considered as 5nJ/bit/message [Heinzelman et al., 2000]. The bandwidth of the
channel is set to 1 Mb/s [Kulik et al., 2002]. In the experiments, each data message
is assumed to be 2000 bits long and information-processing time in a node is taken
between 5 to 10 milliseconds. The medium is assumed symmetric such that the energy
required for transmitting a message from nodes A to B and from B to A are the same at
a fixed SNR. Therefore, for free space propagation loss, energy dissipation is certainly
dominated by the long distance transmissions. Thus, the total transmission cost for a

k-bit message is given by the Equation[5.9}

Ei(k,d) = Epjoe X k+ Egpp x k x d* (5.9)
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Figure 5.12: Total chain length comparison.

Here d is the distance between sender and receiver measured in meters. In the case of

receiving a message, the energy consumption equation is given by Equation [5.10]

Eye(k) = Eojee X k (5.10)

5.6.2 Simulation results

Extensive simulation experiments were conducted to quantify the effectiveness of the
proposed localized chain construction scheme. The experiments were performed to
demonstrate the energy efficiency, even distribution of energy consumption, reduced
interference and longer lifetime achievement using the proposed scheme. The results

of all experiments are described below.

The first simulation experiment calculates the total chain lengths of PEGASIS,
COSEN, ECR, EBCRP, CHIRON and the proposed algorithm. In PEGASIS, only one
chain is constructed, whereas the rest of the protocols create multiple chains. Fig-
ure[5.12shows the experimental results. The results shown in Figure[5.12]include only
the lowest hierarchical level chain lengths. For all the multiple chain construction pro-
tocols, higher hierarchical level chains were not calculated. In this experiment, 50, 100
and 200 nodes were placed in an area of 100m x 100m. In each instance, the proposed
algorithm demonstrated the best performance, by creating chains with the shortest
total chain length. In the case of PEGASIS, the total chain length remained good until

the very last moment where the last few links contributed the most to increase the total
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Figure 5.13: Number of nodes per chain.

chain length. ECR and EBCRP produced almost the same results in every set of data.
CHIRON, although giving good results initially, demonstrated its inefficiency for the
large set of sensor nodes. The main reason is that CHIRON produces fan shaped tes-
sellation cells, which grow exponentially as the distance from the BS increases. Thus
very large areas of cell are produced. If, accidentally, the node density of a big cell

becomes lower, very longer links are created in that cell.

The second experiment compares the distribution of energy consumption by ECR,
EBCRP, CHIRON and the proposed scheme. In chain oriented topology, the length of
chains is a critical issue, because a chain with similar length in each cell is the prereq-
uisite of even distribution of energy consumption. In this experiment, energy distri-
bution was compared by the lengths of chains in different cells created by the above
mentioned protocols. Chain length was measured by the number of nodes on a chain.
In the experiment, 200 sensor nodes were placed an area of 100m x 100m area. Ten cells
were created by each protocol, and then the number of sensor nodes in each cell was

counted. In all of the above mentioned protocols, all the sensors in a cell created a sin-
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Figure 5.14: Amount of interference comparison among chains constructed by various
protocols.

gle chain. Thus, the number of sensor nodes in a cell referred to the length of the chain
created in that cell. Figure shows the results of the experiment using pie charts,
where each sector represents the length of a chain in each cell. The proposed algo-
rithm ensures that each chain has similar numbers of nodes. On the other hand, CHI-
RON creates chains with dissimilar lengths. Standard deviatiorﬂ of the chain lengths
were measured. The standard deviation descriptor value for the proposed algorithm
is only 1.82, while that of CHIRON is 12.52. This is because, in CHIRON, the shortest
chain consists of only 3 nodes, whereas the longest chain contains 41 nodes. Using
the proposed algorithm, the shortest and longest chains are consisting of 17 and 22
nodes respectively. With respect to the similarity of chain lengths, ECR (standard de-
viation 4.16) shows slightly better performance than EBCRP (standard deviation 5.40).
Similar chain lengths ensure even distribution of energy consumption, and hence pro-
longed lifetime of the network. Additionally, time division multiple accesses (TDMA)
scheduling becomes more efficient when all chains are of same length. In this respect,
the proposed algorithm again outperforms all other protocols discussed in this sec-

tion.

The third experiment measures the interference according to the interference model

discussed in Section It is known that higher interference results in restricting

2The standard deviation is a measure of how widely values are dispersed from the average value (the
mean).
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Figure 5.15: Lifetime comparison (N=200, Area=100m x 100m).

higher number of sensor nodes to transmit data. Thus, an improved chain construc-
tion algorithm should consider not only the energy consumption, but also the interfer-
ence. In this experiment, the number of sensor nodes is increased gradually to observe
the performance of different protocol with regard to interference. Figure shows
the results. It is found that, with respect to interference, too, the proposed scheme
outperforms each single protocol listed above. Actually, none of the protocols, ex-
cept the proposed one, consider interference as a design issue while constructing the
chains. That is why the interference amount of ECR, EBCRP and CHIRON increases

exponentially when the number of nodes increases.

The fourth and last experiment is related to the lifetime of the network. Network
lifetime is directly related with the energy consumption and its even distribution. Fig-
ure shows the comparison of lifetime among PEGASIS, COSEN, ECR, EBCRP
and the proposed algorithm. Note that, for the proposed scheme, the first node dies
at around 600 rounds, whereas for ECR, EBCRP and PEGASIS, the first node dies be-
fore 400 rounds. Additionally, for these protocols, 50% or more of the sensor nodes
die before 450 rounds, whereas in the proposed algorithm 50% of the sensor nodes
die at around 700 rounds. Figure clearly shows the superior performance of the

proposed chain construction scheme.
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5.7 Summary

In this chapter, a Voronoi diagram based chain construction scheme for the multi-chain
oriented topology is proposed. Constructed chains using the proposed scheme show
the following characteristics: i) all constructed chains are restricted to a geographi-
cal area, ii) the chains are optimal in chain lengths, iii) all the created chains are of
similar length, and iv) no long link between any two successive nodes of a chain.
These characteristics of chains assure low interference and low energy consumptions.
The proposed scheme is compared with other chain construction algorithms and it is
found that the "total chain length” of the proposed scheme is smaller than that of other
algorithms (30% smaller than PEGASIS and 12% smaller than COSEN). As energy
consumption is directly proportional to the distance between the source and destina-
tion nodes, the proposed algorithm saves more energy. The proposed scheme also
constructs chains of similar sizes, and puts restrictions on the distance between any
two consecutive nodes. Thus, energy consumption of the proposed scheme is evenly

distributed. This contributes to the longer lifetime of the network.

The enhanced performance of the constructed chains using Voronoi diagram moti-
vates to apply this diagram for further use in the proposed logical topology. In the
next chapter, Voronoi diagram is reused to design the third and final adaptation of the

proposed multi-chain oriented logical topology.



Chapter 6

Data Gathering using Mobile Data
Collectors

6.1 Preamble

This chapter discusses the third and final adaptation of the proposed logical topo-
logy for WSNs. This adaptation aims to design an efficient data gathering /collection

scheme for the network.

Besides monitoring the environment, by taking spatial or temporal measurements,
sensors in a WSN are also responsible for routing the sensed data back to the BS [Aky-
ildiz et al., 2002; Shah et al., 2003]. The BS is usually situated outside the sensing
field. Sending the data by the sensors to the remote BS may lead to non-uniform en-
ergy consumption among the sensors, because the sensor nodes (or chain leaders in
the context of the proposed topology) that are responsible for sending data to the BS,
need to cover a long-range distance. As a result, they deplete energy much faster than
other sensor nodes. Thus, the problem of efficiently collecting data from the scattered
sensors, which is generally referred to as a data gathering problem, is an important

and challenging issue, as it largely determines the network lifetime.

To solve the data gathering problem, this chapter proposes a scheme of utiliz-
ing multiple mobile data collectors (MDCs) and the spatial division multiple access
(SDMA) technique. The sensing field is divided into several non-overlapping regions,
and for each of the regions, an MDC is assigned. Each MDC takes the responsibility
of gathering data from the chain leaders in the region while traversing their trans-
mission ranges. The traversal paths of the MDCs are determined using the Voronoi

diagram constructed with respect to the chain leaders (see Section 5.5.2). This chapter

145
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also considers exploiting the SDMA technique by equipping each MDC with two an-
tennas. With the support of SDMA, two distinct compatible chain leaders in the same
region can successfully make concurrent data uploading to their associated MDC. In-
tuitively, if each MDC can simultaneously communicate with two compatible chain

leaders, the data uploading time in each region can be cut in half in the ideal case.

To solve the data gathering problem, this chapter further focuses on the problem of
minimizing data gathering time among different regions. Besides this, the data gath-
ering problem using multiple MDCs and the SDMA technique requires optimal solu-
tions for the following queries: i) which chain leader is to be associated with which
MDC, ii) how the target field should be divided into several regions so that each re-
gion would have an optimal number of chain leaders ( or sensor nodes), iii) how to
determine the location from where MDCs would collect data from chain leaders, iv)
how the traversal paths for each MDC would be designed so that the cost of running
an MDC would be minimal, and v) how the MDCs report data to the BS. These op-
timization problems can be formulated using an Integer Linear Programming (ILP)
approach. However, the complexity of an ILP solution is generally high, which is not
suitable for a large scale WSN. Therefore, this chapter proposes a heuristic region-
division and tour-planning algorithm to provide a practicaly good solution to the
problem. Extensive simulation experiments are performed to analyse and evaluate
the performance of the proposed data gathering scheme. Simulation results demon-
strate that the proposed scheme significantly outperforms other data gathering tech-
niques, saves a significant amount of energy, and helps to achieve a longer lifetime of
the WSN. Additionally, the proposed scheme is also compared with other non-SDMA,
or single mobile collector schemes, where it is found that the proposed scheme per-
forms better than the other schemes by efficiently shortening and balancing the data

gathering time among different regions.

The rest of the chapter is organized as follows. Section[6.2]discusses different types
of techniques used in WSNs for data gathering. Section[6.3|gives details of the motiva-
tions for deploying MDCs and the SDMA technique for the proposed data gathering
scheme, which employs multiple MDCs and SDMA. Section|[6.4defines the terminolo-
gies used in the proposed scheme. This section also describes the assumptions, and

an overview of the proposed scheme. A detailed description of the proposed scheme,
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along with an example, is presented in Section Analysis and simulation results

are described in Section[6.6] Finally, a summary for this chapter is given in Section[6.7}

6.2 Different Data Gathering Techniques Used in WSNs

Various types of data gathering mechanisms have been investigated for large-scale
sensor networks. They can be roughly classified into the following three categories.
The first category employs a static sensor network, which contains a large number
of static sensor nodes and a static sink (usually situated inside the network) or a BS
(usually situated outside the network). The sink or the BS must be reachable by all
the sensor nodes. Data packets are sent to the sink or the BS by one or more hops of
forwarding. In such a network, all data traffic flows to the sink or the BS. Thus, the
sensors, which are close to the sink, consume more energy than the sensors, which are
at the margin of the network. On the other hand, as the BSs are situated outside the
target field, the sensor nodes which are far from the BS lose more energy to transmit
data to the BS. In order to improve the scalability, Heinzelman et al. [2000], and You-
nis and Fahmy| [2004] propose protocols for randomized cluster forming and cluster
head selection. However, they assume that all sensor nodes in the network are ho-
mogeneous, and have the same computational and communication capability. The
authors also assume that every sensor could be elected as the cluster head. Thus, ev-
ery sensor node has to be powerful enough to communicate with other nodes within
the cluster and with the BS. Furthermore, in such a static network, every sensor has to
perform all the functions by themselves, such as finding routing paths, obtaining its
location information [Kaplan, 1996; Capkun et al., 2001]], scheduling the packet trans-
mission, and so on. Thus, the network architecture with one static sink or BS is only

suitable for a small network.

The second type of architecture introduces a hierarchy to the network (see [Ma
et al., 2005; Zhang et al., 2008]]). By adding a small number of powerful cluster heads,
the network can be divided into clusters. In such a network, sensor nodes are or-
ganized into clusters and form the lower layer of the network. At the higher layer,
cluster heads collect sensed data from sensors and forward the data to the outside BS.
Such two-layer hybrid networks are more scalable and energy efficient than homo-

geneous sensor networks. However, though increasing the number of cluster heads
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may reduce the burden of sensor nodes, the cost of cluster heads should also be taken

into consideration.

The third type of sensor networks introduces one or more mobile data collectors
to collect data dynamically. A mobile data collector could be a mobile robot or a ve-
hicle equipped with a powerful transceiver, battery, and large memory. The mobile
data collector starts a tour from the base station, traverses the network, and collects
sensed data from nearby nodes while moving. It then returns and uploads the data to
a remote data processing centre. The moving path and the direction of the mobile col-
lector can be random or planned. When the mobile collector moves into the transmis-
sion range of some sensors, the sensors send the data to the collector directly. Other
sensors, which are too far away from the moving path of the mobile collector, can
upload the data through the relaying of other sensors. The relaying path and trans-
mission time of each packet can be determined by the mobile collector. In addition, a
GPS receiver may be an option for sensors, since sensors can estimate the relative lo-
cation to the mobile collector when the mobile collector moves closer to them [Kaplan,
1996]. By introducing the mobility of the data collector, the energy consumption for
transmitting the packets can be reduced significantly, and sensor nodes can be made

simpler and less expensive.

To solve data the gathering problem, this chapter proposes to use mobile data
collectors. Although the proposed scheme uses multiple MDCs, the basic idea is the
same, with some modification, as the category three, which is described above. The

motivations for selecting this type of technique are described in the next section.

6.3 Motivations for the Proposed Data Gathering Scheme

This section describes the motivations of using MDCs and the SDMA technique in the
proposed data gathering scheme. In recent studies, mobility has received much at-
tention as an effective solution to alleviate the non-uniformity problem of power con-
sumptions [Shah et al., 2003; Zhao et al., 2004b} Luo and Hubaux, 2005; Somasundara
et al., 2006; Zhao et al} [2008|]. Different from the traditional routing, these schemes
use a special type of mobile nodes (MDCs) for facilitating connectivity among static
sensors. These mobile nodes can move arbitrarily closer to the sensors, and collect

data from them via short-range communication. Thus long-range communication, for
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example, from a chain leader to other chain leaders, or from a chain leader to the
base station, can be avoided. Moreover, using these schemes, the routing burden is
taken over by mobile nodes, and energy can be greatly saved at sensors. The recent
work in [Zhao et al.,[2008] employs a single mobile collector in WSNs, and focuses on
optimizing the data gathering tour. However, in a large-scale WSN, utilizing only a
single mobile data collector may lead to a long data gathering cycle and data buffer
overflow at sensors. To deal with these problems, this chapter considers deploying
multiple MDCs which would work simultaneously and independently in a sensing

field to collect data from sensors.

In addition to deploying multiple MDCs, this chapter also uses the SDMA tech-
nique in data gathering by mounting multiple antennas on each MDC. SDMA is a
multi-user multiple-input and multiple-output (MIMO) technique, specifically with
multiple receiving antennas [Ise and Viswanath, 2009]. It enables multiple senders
simultaneously to transmit data to a receiver. To elaborate, if each MDC is equipped
with two antennas, and if each sensor still has a single antenna, two compatible sen-
sors in the same region can concurrently upload data to the associated MDC by uti-
lizing the SDMA technique. Thus, data uploading time in each region would be cut
in half in the ideal case, and the data gathering cycle can be dramatically shortened.
Hence, applying the SDMA is quite suitable to data gathering in WSNs, achieving the
spatial reuse further to advantage the effect of employing multiple MDCs.

This chapter focuses on data gathering with multiple MDCs and the SDMA tech-
nique, which involves a joint design of mobility control on the MDCs and the uti-
lization of SDMA in sensor data transmissions. For each MDC in a region, the data
gathering time in a tour mainly consists of two parts: data uploading time of the sen-
sors in this region and moving time of the MDCs on the tour. The objective of this
study is to minimize the data gathering time among different regions. In particular,
answers are sought for several questions, including how to divide the sensing field
into a certain number of regions to balance the data gathering time among different
regions, how to better enjoy the benefit of SDMA to shorten the data uploading time in
each region, and how to move each MDC on a short tour in each region. This chapter
examines these issues and finds an effective solution to the proposed data-gathering

problem.
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The main contributions of this chapter can be summarized as follows: (i) it in-
troduces a joint design of multiple mobile collectors and SDMA technique for data
gathering in WSNs, (ii) it shows that the proposed data gathering scheme can radi-
cally resolve the non-uniformity of energy consumption among sensors by applying
mobility control to achieve single-hop transmission between each sensor and its asso-
ciated MDC, (iii) it demonstrates that the proposed data gathering scheme works well
not only in a connected WSN, but also in a disconnected network, since MDCs play
the role as virtual “bridges” to connect separated regions, (iv) the proposed data gath-
ering scheme achieves much shorter data gathering time with respect to other mobile
data gathering schemes due to the concurrent use of multiple MDCs and simultane-
ous data uploading among sensors by utilizing SDMA, and (v) a commercially ap-
pealing feature of the proposed data gathering scheme is that sensors can be kept as

simple as before and all the intelligent operations are performed by MDCs.

6.4 Proposed Data Gathering Scheme

This section describes the definitions, assumptions and overview of the proposed data
gathering scheme. Firstly, some terminologies used in this chapter are defined. This
section then describes the model architecture of the sensing field where the proposed

data gathering scheme will be applied.

6.4.1 Terminologies and definitions

This section provides the following terminologies used in this chapter and their defi-

nitions.

e Region. Based on its size, the total area of the target field is divided into several
regions. The created regions are non-overlapping, i.e., each sensor node belongs
to only one region. The regions are created using an imaginary curved line that
follows the Voronoi edges. For example, in Figure the target field is divided
into two regions, separated by the red dotted curved line. In each region, one

MDC would be operating for collecting data from all chain leaders of the region.

e Polling points. In the proposed data gathering scheme, an MDC roams within

each region and stops at some locations to collect data from the chain leaders.



§6.4 Proposed Data Gathering Scheme 151

( ® [
[ [ J 02
° L ° °
(@ () (@
@ Chainleader —— Voronoi edge X Polling point

Figure 6.1: Polling points are marked on the Voronoi edges.

These positions are called polling points. To take full advantage of the SDMA
technique, polling points should be equidistant from the associated chain lead-
ers. As the Voronoi edge between two points is always equidistant from the two
points, the polling points can be measured by using the Voronoi edges of the
chain leaders. Figure [6.1/shows some positions of polling points in four differ-
ent cases. If there are only two chain leaders, the position of the polling point
can be found at the intersection between the Voronoi edge and the line joining the
two chain leaders (Figure [6.1(a)). For more than two chain leaders, the polling
point can be found at the intersection of different Voronoi edges (Figure [6.1(b-d)).

Coverage area of polling point. The disk-like shaped area, centred at a polling
point with the radius equal to the transmission range of a chain leader, is defined
as the coverage area of a polling point. All the chain leaders in the coverage
area of a polling point form the neighbour set of this polling point. Though a
chain leader may be located in the coverage areas of multiple polling points, it

is finally associated with only one polling point for data uploading.

Compatible chain leaders. Any two chain leaders associated with the same
polling point are said to be compatible if an MDC arriving at this polling point
can successfully decode the multiplexing signals concurrently transmitted from
these two chain leaders. Note that, due to limited transmission power of sen-
sors, not all chain leaders in the neighbour set of the same polling point are
compatible. Detailed discussions on utilizing SDMA at physical layer for con-

current data uploading is provided in [Zhao et al.,, 2008]. Different association
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patterns of sensors with the polling points correspond to different compatibility
relationship among them because the channel state information varies with the
association pattern. Two compatible sensors associated with the same polling
point are qualified to be a compatible pair to upload data simultaneously, when

the MDC arrives at this polling point.

6.4.2 Assumptions

Apart from the general assumptions discussed in Section the following assump-

tions are made specific to the proposed data gathering scheme.

e Itis assumed that MDCs have access to a continuous power supply. Usually the
base stations are equipped with the source of continuous power supply. Thus,

when an MDC visits the base station, it can replace its battery.

o It is assumed that the MDCs are familiar with the target field. Location images
of the target field can be stored in each MDC. Thus, an MDC is able to visit any
point within the target field.

e It is also assumed that each MDC can forward the gathered data to one of the
nearby MDCs when they are close enough, such that data can eventually be

forwarded to the MDC that will visit the static data sink.

6.4.3 Overview of the proposed scheme

Recall that, in the proposed logical topology, each sensor is associated with a single
chain and sends all its sensed data to or towards its chain leader. In other words, the
chain leader of a chain collects data sensed by all member nodes of that chain. While
MDCs are moving through the target field, they stop at the polling points to poll the
nearby chain leaders to gather data packets that the chain leaders collected from their
chain members. Thus, when an MDC collects data packets from a chain leader, it

virtually collects data from all sensor nodes associated with that chain.

When an MDC moves to a polling point, it polls the nearby chain leaders with the
same transmission power as that of the chain leaders, such that the chain leaders that

receive the polling messages can upload packets to their associated MDC within a
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Figure 6.2: Setup for data gathering from chain leaders.

single hop. Each MDC is equipped with two antennas, which means that at each time
slot, up to two chain leaders can send data simultaneously to an MDC by utilizing the
SDMA technique.

The operations of the data gathering tour of an MDC can be divided into two parts:
traversal path of the MDC that specifies the movement of the MDC, and uploading
of data, which specifies how the chain leaders interact with the MDC. Thus, the data
gathering time in a region is the aggregation of the moving time of the MDC and data
uploading time of the chain leaders in the region. An MDC arriving at a polling point
in its region collects data from the associated chain leaders and then moves straight
to the next polling point in the tour. Thus, the moving tour of an MDC consists of a

number of polling points in its region and the line segments connecting them.

Figure[6.2) provides an example of the architecture of the proposed data gathering
scheme. In Figure [6.2(a) all the sensors deployed in the target field are shown. The
black dots are members of different chains, whereas the big blue dots are the chain
leaders. Each chain is restricted in a region separated by the Voronoi edges. In the
proposed data gathering scheme, the chain leaders collect data from the chain mem-
bers, whereas the MDCs collect data from the leaders only. Figure [6.2(b) shows only
the chain leaders. Polling points would be calculated only with respect to these chain

leaders.

Figure[6.3shows a model of implementation of the proposed data gathering scheme.

In this figure, two MDCs roam within the network and collect data from the chain



§6.4 Proposed Data Gathering Scheme 154

[ Voronoi ) Chain _ _— __ Region
MDC edges leader Separator
Polling
— — — —  Traversal path for ©
MDCs Point

Figure 6.3: A model of implementation for the proposed data gathering scheme using
two MDCs and SDMA technique.

leaders. The two MDCs work at the same time, and when an MDC arrives at a polling
point, chain leaders associated with this polling point are scheduled to communicate
with the MDC. Two chain leaders in a compatible pair can upload data simultane-
ously in a time slot, while an isolated chain leader (i.e., a chain leader by itself or not

in any compatible pair) sends data to the MDC separately.

The optimum data gathering can be achieved by minimizing the maximum data
gathering time in different regions. This problem is referred to as a data gathering
problem, which consists of several tightly coupled sub problems, such as finding com-
patible pairs among chain leaders, determining the polling points and chain leader
association patterns, dividing the polling points into several regions, scheduling the
polling points, and determining the traversal paths for each MDC to visit the polling

points in its region.
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6.5 Detailed Description of the Proposed Scheme

This section describes the proposed data gathering scheme that employs multiple mo-
bile data collectors and the SDMA technique. The total data collection scheme can
be divided into four sequential steps, namely (i) to find the sets of compatible chain
leaders, (ii) to determine polling points, (iii) to divide the target fields into regions in
accordance with the polling points, and (iv) for each region, to determine the traversal

paths of the MDCs. All these steps are described below.

The first step of the proposed data gathering scheme takes full advantage of the
SDMA technique. To collect data as quickly as possible, chain leaders should be or-
ganized into the maximum number of compatible pairs for data uploading. This can
be formalized as a matching problem in a compatibility graph, where each vertex rep-
resents a chain leader, and two vertices are adjacent to each other when the two chain
leaders are compatible. In order to keep the graph simple, it is assumed that there
is only one edge between two vertices even if the two corresponding chain leaders
are compatible in the coverage area of different polling points. A group of compatible
pairs corresponds to a set of vertex-disjoint edges in the graph. A set of vertex-disjoint
edges is defined as a matching in graph theory [West, 2000]. Therefore, finding an op-
timum number of compatible pairs among all the chain leaders, which is the first step
of the proposed data gathering scheme, is equivalent to finding a maximum matching
in the compatibility graph. Optimum matching can be found by some existing algo-
rithms, such as the Edmonds’ Blossom Algorithm [Edmonds, 1965]. Figure shows
a compatibility graph as an example, where there is an edge between any two chain

leaders, and they are compatible in the coverage area of some polling points.

The second step of the scheme is to determine the polling points. Since it is ex-
pected that the polling points result in short moving paths for MDCs, a small number
of polling points that can achieve the maximum number of compatible pairs is prefer-
able. As it is required that any two chain leaders in a compatible pair are associated
with the same polling point, the neighbour sets of each polling point are updated first,

based on the maximum compatible pairs obtained in the first step.

Assume a set of chain leaders L = {L,,L,,...,L}, such that, for each i, the chain

leader L;;; is the closest from the chain leader L; while L; and L;;; are compatible.
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Figure 6.4: Determining the polling points.

Let P, is the polling point for a set of chain leaders L;,L,,...,L,,. Then, P, should
be equidistant from all chain leaders L;,L,,...,L,. In Figure this is shown with
an example. In this figure, there are nine chain leaders numbered from one to nine.
Assume that the compatible sets of the chain leaders found after step one are {1, 2,
3}, {4, 5}, and {6, 7, 8, 9}. Thus, three polling points would be created. In the first
poll point, an MDC would poll data from the chain leaders 1, 2 and 3. Similarly, the
second poll point would be used for the chain leaders 4 and 5. The third and final
polling point would be used by an MDC to collect data from the chain leaders 6, 7, 8
and 9. Note that all the polling points marked in Figure6.4]are situated on the Voronoi

edges, and are equidistant from the corresponding chain leaders.

After finding the sets of compatible chain leaders and the polling points, in the
next two steps, the polling points are divided into several regions, and then the se-
quences of the polling points and traversal paths from one polling point to another

polling point are determined.

In the third step of the scheme, using the positions of the polling points, the target
field is divided into several regions. In this process, the polling points are structured
into a tree, and weights are assigned for each node of the tree. Specifically, a minimum
spanning tree 7'(V,E) is constructed using the polling points in P, where the base

station is treated as the root of the tree, denoted by rr. For a node v of the tree T, its
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weight, denoted by w(v), is calculated using the following equation:
w(v) = Z L, (6.1)
e€E (subT (v))
where, subT (v) is the sub-tree of T rooted at v, V() and E() represent the vertices and

edges on the tree respectively, and L, is the length of an edge e.

Now, the remaining problem is how to divide the polling points and their asso-
ciated chain leaders into a certain number of parts, each for a region, to balance the
data gathering time among these regions. Suppose that, w(rr) = Wr, and there are
a total of Ny number of MDCs, which means that the polling points will be divided
among N regions. The basic idea is to partition the minimum spanning tree T into Ny
parts, by iteratively finding a sub-tree 7 based on the weight of each vertex on 7' and
pruning ¢ from 7. A variable m is defined to represent the current available MDCs in
each stage of the algorithm and initialize it to Nx. To build a sub-tree, the following
steps are followed: the procedure starts from the farthest leaf node v of 7. The parent
node of v, denoted by PA(v), is inserted into the sub-tree ¢. Let, u = PA(v) on T. The
node u is considered as the root of the sub-tree z. This up-tracing process is repeated
until (w(u)+d(u,v)) > Wr/m, where d(u,v) is the distance between the current root
(u) of the sub-tree and the node (v) where the procedure started. When the value of
(w(u) +d(u,v)) crosses Wr /m, all the nodes of ¢ are removed from 7, which means that
the corresponding selected polling points on ¢ will be assigned to the same region (or
to the same MDC). The values for T, Wy, m and w(v)s are updated. When there is a
single MDC left, all the remaining selected polling points and their associated sensors
are assigned to the MDC and the procedure terminates. The algorithm is illustrated
in Figure|6.5|and the pseudo-codes are given in Figure

For better understanding of the region division procedure, Figure[6.5]is used as an
example. Figure[6.5(a) shows several polling points in a target field, and a base station.
The base station is marked as A, whereas the polling points are marked as from B to R.
All the polling points (B to R) would be divided among different regions of R = {R;,
Ry, R3,...—+}. Figure b) shows a shortest-path-tree 7, which is constructed by the
polling points, using the base station A as the root of the tree 7. For eachnode vof T, a
weight, denoted by w(v), is calculated by the total edge length of a sub-tree ¢, assuming
the node v as the root of the sub-tree . For each node of the tree T, the weight of the

node is shown in the blue-coloured rectangle. For example, the weight of node B
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Figure 6.5: An example of the region creating process for MDCs.
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is 109, which is calculated by adding the lengths of edges BF(14), BH(32), HL(14),
HO(30), and LP(19). Each of the leaf nodes of the tree T has an additional distance-
from-root value, which is shown in the green-coloured rectangle. For example, the
distance-from-root value of the node P is 139, which is calculated adding the lengths
of the edges AC(27), CB(47), BH(32), HL(14), and LP(19). Assume, for this example,
the value of m is 2. That means the target field would be divided into two regions and
two MDCs would be employed to gather data from the chain leaders. Among the leaf
nodes D, F, J, N, P, and O, the leaf node D is the farthest node from the root A. Thus,
the region division procedure starts from the node D. Note that the weight of the root
node A is 425, m number of sub-trees are constructed, where the total traversal path
completing a cycle by all nodes of each sub-tree would be around (425/m). The node
D is inserted into the sub-tree tm. The procedure then checks the weight of D’s parent
node E. As (W(E)+d(D,E) = 52) is less than 212.5, the procedure traces the upper
nodes, i.e.,, nodes G, K, R, Q, and M respectively. As M is the first node for which
(Ww(M)+d(D,M) = 254) exceeds 212.5, the procedure stops at this point, and all nodes
of the sub-tree whose root would be M are assigned to region R,,. That means, for this
example, where m =2, region two would have the polling points D, E, G, K, R, N, Q, M,
and J. The rest of the polling points (B, C, F, H, I, L, O, and P) would be in region one.
Figure [6.5(c) shows two regions separated by a dashed line. This figure also shows
the traversal paths for the MDCs. The discussion of determining the traversal paths

is provided next.

In the fourth and last step, after partitioning the target area into different regions,
and assigning the chain leaders and MDCs to each region, the traversal paths of the
MDCs would be determined. The MDC of a region visits each polling point in its
region exactly once before the MDC completes a cycle. Thus, finding the shortest tour
of an MDC is equivalent to the Travelling Salesman Problem (TSP) [Cormen et al.,
2001]. An approximation or heuristic algorithms for the TSP problem can be used to
determine the moving tour for each MDC. As a result, the moving tours of the two
MDC:s for the example of Figure c) are: PATHypci =D—J—-M—-Q—N—R—
K—G—E—Dand PATHypcp =A—-C—I—-L—-P—0—H—F—B—A.

In determining the path from one node to the next node, the presence of any ob-

stacles should also be considered, because, in most real-world applications, the work-
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Procedure Region_Division (T, Ny)
Inputs: T, Ni
Output R={R+1, Ry, ..., RNA }

For all v of T do
Calculate w(v) according to Eq. (6.1)
end for
mHNk
While m>1
Wr—w(rr)
v« the farthest node of T
t—{v}
u—PA(v)
While (w(u)+d(u, v)) < W+m)
te— tU{u}
U« PA(U)
end while
Build the sub-tree rooted at u
Add all the nodes of t to R,
Remove the sub-tree t from T
Update w(v) for each node v of T
m=m-1
end while
Assign the remaining polling points to R,

Figure 6.6: Procedure of dividing polling points into Ny parts.

ing areas may be partially bounded, or have some irregular-shaped obstacles located
within the sensing area. In order to make the moving path-planning algorithm feasi-
ble in these situations, MDCs have to be able to avoid the obstacles. It was assumed
that the complete map of the sensing field is obtained before an MDC begins collect-
ing data, which should include the location and shape information of the obstacles
in the sensing field. Once this is done, it is not difficult to adjust the basic moving
path-planning algorithm to avoid obstacles. For each candidate location of a turning
point, each MDC checks if the line segment from the last turning point to it, and the
line segment from it to the next turning point are blocked by the obstacles. If so, the

candidate location is then not eligible to be the turning point.

Figure |6.7| shows an example of how it can be checked for the eligibility of each
possible location of the turning point. A new path from point A to point B will be
chosen from A — 1 — B or A — 2 — B. Since the straight lines between A and 2, and
between 2 and A, are blocked by obstacles, 2 is not eligible to be a tuning point. Thus,
the new path from A to B can only go through point 1.
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Figure 6.7: Planning the moving path in the sensing field with obstacles. The line
segments from A to 2 and from 2 to B are blocked by obstacles. Thus, 2 cannot be a
turning point, whereas 1 is eligible to be a turning point.

6.6 Analysis and Simulation Results

The proposed protocol uses probe messages to find out the lowest level chain of the des-
tination node. Probe messages are passed from a lower-layer to a higher layer in search
of the lowest-level leader of the destination node. For a large network of n-tiers ((in a
network of 10,000 nodes value of n would be 3 or a maximum of 4)), although, there
might be a large number of probe message generated (based on the location of the
destination node), the cost associated with probe messages exchanges is not that high,
because probe messages are very short in length. Furthermore, once the position of
the destination node is known, there is no need to send any further probe messages for
that destination node. Although it incurs some buffer expenses, this is a good ap-
proach, in particular when many sensor nodes frequently try to send data to a specific

node.

To further analyse the proposed data gathering scheme, and to evaluate the per-
formance of the proposed scheme, various simulation experiments were performed.

The detailed descriptions of these experiments and their results are discussed below.

The first experiment analyses the proposed data gathering scheme. In this sim-
ulation experiment, the sensing field was considered an area of 100m x 100m, where
a total of Ny sensors (N; = 100 — 1500) were randomly distributed. Depending on the
number of sensor nodes, N, polling points (N, = 5 — 30) were located on the Voronoi
edges. The transmission range of each sensor was assumed r = 30m. It was also as-

sumed that the size of the sensing data ¢ in each sensor is 1Mb, the effective data
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Figure 6.8: Data gathering time as a function of N; under different settings of N;.

uploading rate of each chain leader v; = 80 kbpsEI and the moving velocity of each
MDCv,,=0.8m/ sﬂ if not stated otherwise.

Figure[6.§ plots the data gathering time over the sensing field by different schemes
when N; varies from 100 to 1000. In the simulation, four different mobility category
were compared, namely i) without SDMA and with a single MDC (non-SDMA +
single-MDC), ii) with SDMA and with a single MDC (SDMA + single-MDC), iii) with-
out SDMA and with two MDCs (non-SDMA + two-MDCs), and iv) with SDMA and
with two MDCs (SDMA + two-MDCs). Note that, category (iv) is shown as an ex-
ample of the proposed scheme. When multiple MDCs are used, data gathering time
refers to the maximum time of a data gathering tour among different regions. It can be
seen that data gathering time of all the schemes increases as N, increases. However,
the proposed scheme always outperforms other schemes due to the concurrent use
of multiple collectors and simultaneous data uploading among sensors with the sup-
port of the SDMA technique. For instance, it achieves 56% time saving compared to
non-SDMA +single-MDC scheme when N, = 1000. Shorter data gathering time leads
to longer network lifetime, because sensors can turn to power-saving mode once the

data gathering in their region is done, and also leads to shorter latency among the

1y, is the data uploading rate of each chain leader: whenever an MDC reaches near a chain leader,

the leader node uploads its data packets to the chain leader with the speed of v,.
2y, is the velocity of an MDC: the speed with which an MDC moves along its traversal path depicted

in Figure [@]
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sensing data. It is also noticed that the advantages of the proposed scheme over other
schemes become more evident when the network becomes denser with more sensors.
This is reasonable because more sensors would provide more opportunities to utilize

SDMA for concurrent data uploading.

Figure [6.9 shows that data gathering time of the proposed scheme varies with N,
under different settings of v,, and v4. There were 30 polling points and two available
MDCs. Two configurations of (v,,,vs) were considered, which are (v,, =1 m/s, vy =50
kbps) and (v,, = 0.6 m/s, v = 110 kbps) to represent two different cases. It was noticed
that, when N, was small, the moving velocity of an MDC had a greater impact on data
gathering time than v;. Higher moving velocity, such as 1m/s in Case I, resulted in
shorter data gathering time even with a smaller v, than the other case. It is reasonable
since the moving time of each MDC is dominant when sensors are sparsely scattered.
On the contrary, when N, was large, the effect of v; on data gathering time of an MDC
overwhelmed that of v,,. For example, when N; increased to more than 60, the data
gathering time for Case II, which had higher effective data uploading rate as vy = 110
kbps, was smaller than that of Case I. This is because more chain leaders make data
uploading time dominant in each region and they provide more opportunity to extract

the benefit of SDMA technique to the maximum extent.

The following two experiments were performed to evaluate the efficiency of the

proposed data gathering scheme. The results of the first experiment show the en-
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Figure 6.10: Total energy spent comparison for the proposed data gathering scheme.

ergy efficiency of the proposed scheme, whereas the results of the second experiment
demonstrate the uniformity of energy consumption by all sensors of the network. For
these two experiments, it was assumed that 200 sensor nodes were deployed in a tar-
get field of 100m x 100m. The initial energy of each sensor node was assumed to be
1 joule. The base station was assumed to be located at the coordinates of (50, 150).
These 100 nodes constructed twelve chains using the Voronoi diagram based chain con-
struction algorithm discussed in Chapter[5] The experiment measured the total energy
consumption of the network with and without employing MDCs and the SDMA tech-

nique after every 20 data collection rounds.

Figure shows the energy saving performance of the proposed scheme. It is
obvious from the figure that the proposed data gathering scheme saves a significant
amount of energy by allowing the chain leaders not to send data to the base station or
among themselves. Using the proposed data gathering scheme the system can save
around 10% of total energy after 50 rounds, 14% of total energy after 100 rounds, and

17.5% of total energy after 200 rounds, and so on.

The proposed data gathering scheme not only saves energy consumption, but also
makes sure that energy consumption by the nodes are evenly distributed. There is
no point saving total energy consumption without ensuring the uniformity of energy
consumption, because uneven energy consumption adversely affects the system life-
time. The second experiment for evaluating the performance measured the unifor-

mity of energy consumption. In doing so, energy spent by each sensor node of the
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Figure 6.11: Energy dissipation comparison for the proposed data gathering scheme.
(after 150 rounds of data collection by 200 sensor nodes in an area or 100m x 100m).

network was calculated and compared. Figure shows the percentage of energy
spent by the sensor nodes after 150 rounds of data collection. Due to space limitation,
Figure shows energy consumption of 50 nodes among the 200 nodes of the exper-
imental setup. Figure 6.11fa) shows the energy consumption of sensor nodes without
employing the proposed data gathering technique. Note that few nodes (especially
the chain leaders) spend comparatively higher energy than other sensor nodes. The
difference between the highest and lowest energy consumption is 15.37% and the stan-
dard deviation is 3.77. On the other hand, Figure[6.11(b) shows uniform energy distri-
bution by all sensor nodes. In this case, the difference between the highest and lowest
energy consumption is only 04.27% and the standard deviation is 1.34. The uniform
energy distribution resulting from the proposed data gathering scheme would directly
help the WSN for longer lifetime. Without the employing the MDCs and the SDMA
technique, it was found that, the first node of the network would die after 595 rounds

of data collection. On the other hand, the first node of the network would die after
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1070 rounds of data collection if multiple MDCs and the SDMA technique were used
for data collection. Thus, using the definition of network lifetime as the time until the
first sensor node dies, it can be argued that the proposed data gathering/collection
scheme increases the lifetime of the network by 80%. On the other hand, using the
definition of network lifetime as the time until all the sensor nodes die, the proposed
scheme increases the network lifetime by 45% (780 rounds without MDCs and the
SDMA technique, and 1130 rounds with multiple MDCs and the SDMA technique.)

6.7 Summary

In this chapter, a new data collecting scheme is proposed for chain oriented sensor net-
works. The proposed scheme employs multiple mobile data collectors, called MDCs,
and uses the spatial division multiple access (SDMA) technique. The total data col-
lection process works as follows. Each of the deployed sensor nodes, which is not a
chain leader, sends its sensed data to or towards its leader node of the chain, while an
MDC collects data from the chain leaders of the same region. MDCs work like mo-
bile base stations. An MDC starts the data gathering tour from a polling point or the
base station, traverses a region of the sensor network, stops at several polling points
inside its region, collects the data from nearby chain leaders, and then returns to the
starting polling point or the base station, and finally uploads the collected data to the
base station. Detailed description for determining the polling positions is provided in
this chapter, and a heuristic algorithm for planning the moving path/circle of MDCs
is presented. The tour planning algorithm can be used both in connected networks
and disconnected networks. Thus, the data gathering scheme also ensures the con-
nectedness of WSNs. It is also shown in the chapter that the proposed data collection
scheme affects the network lifetime significantly by saving a large amount of energy.
The simulation results show that the proposed data gathering mechanism can prolong
the network lifetime by 45% to 80%, compared to a network that has only a static base

station situated outside the target field.

The design of the basic multi-chain oriented logical topology and its three adapta-
tions are completed with this chapter. In the next chapter, a few application protocols
are designed using the proposed topology to verify the claim that topology design

should come first before the protocol design.



Chapter 7

Application Protocols Using the
Proposed Topology

7.1 Preamble

This thesis argues that logical topology can play a vital role in designing various pro-
tocols for WSNs, and a well-designed logical topology facilitates the better designing
of different application protocols. In Chapter 3} a multi-chain oriented logical topo-
logy has been proposed, and in Chapters and [f] this logical topology has further
been extended by three adaptations. This thesis also argues that the logical topology
of a WSN should be constructed first, and then the protocol design should take place.
To justify this concept, in this chapter, a number of application protocols are designed
using the proposed multi-chain oriented logical topology. The aim of this chapter is to
evaluate the performance of the protocols to demonstrate how a well-designed logical
topology influences the designing of other protocols. In doing so, the logical structure
and the communication abstraction of the logical topology are used in designing var-
ious application protocols for WSNs, and these application protocols are then applied
on the top of the proposed logical topology. Figure|7.1{shows the relationships among

logical topology, its communication abstraction, and different prospective protocols.

In choosing the protocols to be designed, different types of applications of WSNs
are studied. It is found that WSNs are very much data oriented. Almost all WSNSs,
if not all, are mainly used for data collection, data dissemination, and data transfer
purposes. One of the most important applications of WSNs is sensor data collection,
where sensed data are continuously/periodically collected at all or some of the sen-

sor nodes, and forwarded to a remote BS for further processing [Iang and Xu, 2008;

167
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Figure 7.1: Designing application protocols using the proposed logical topology, and
its communication abstraction.

Jin et al.,|2010]. In Chapter 3, the communication abstraction of the proposed logical
topology was described, and this communication abstraction can directly be used to
collect data from the target field. Furthermore, in Chapter @ a data collection scheme
was proposed and designed using mobile data collectors. This scheme can be used
when mobile collectors are available and viable to deploy. For this reason, no addi-

tional data collection protocol is required.

This chapter, therefore, discusses and proposes protocols for data dissemination
and data transfer in WSNs. Data dissemination protocols are used to disseminate or
distribute data/code/information among all or some of the sensor nodes deployed
in the target field [Zhang and Wang, |2008; Wu et al., 2009; Rossi et al., 2010]. On the
other hand, data transfer protocols are used to transfer a piece of data from the source
sensor node to the destination sensor node [Poojary and Pai, 2010; Datta and Kundu,
2007;|Shakshuki et al., 2006]. For this instance too, a protocol is proposed and applied
on the top of the proposed logical topology.

The rest of the chapter is organized as follows. Section [7.2| proposes a secret key

management protocol. The protocol generates secret keys and then disseminate those



§7.2 Protocol 1: Key Management Protocol (Data Dissemination Protocol) 169

keys to the sensor nodes, so that a sensor node can communicate with other sensors
securely. Although this is a key management protocol, the protocol disseminates in-
formation/data to all nodes in the target field. Thus, this protocol can be regarded
as a data dissemination protocol. Sectionproposes a data transfer protocol, which
deals with a single sensor node as source and destination. For each of these two proto-
cols, the related works, protocol descriptions, performance evaluation, and simulation

results are provided. Finally, this chapter concludes with a summary in Section[7.4]

7.2 Protocol 1: Key Management Protocol (Data Dissemina-
tion Protocol)

The aim of this protocol is to disseminate particular data/information to all deployed
sensor nodes. This section describes a protocol for disseminating secret keys to all
sensor nodes, so that the sensor nodes can communicate to each other securely in a
hostile environment. Thus, this protocol can also be called a secured key management
protocol. The following section, therefore, describes the key management process in

WSNs.

7.2.1 Key Management Process in WSNs

Nowadays, security is one of the key concerns for WSNs [Du and Chen, 2008]. This
is because of the envisioned growth in utilizing sensor networks in a wide variety of
environmwnt, which are not benign. Most of the usage areas of WSNs are sensitive,
and thus prone to different kinds of attacks. A secured key management protocol is

the pre-requisite for secured WSNs.

Key management is the process by which cryptographic keys are generated, stored,
protected, transferred, loaded, used, and destroyed. The main objective of key man-
agement is to establish and maintain secure channels among communicating par-
ties [Lee et al.,[2007]]. Typically, key management schemes use administrative keys for
the secure and efficient (re-)distribution, and at times, generation of the secure chan-
nel communication keys to the communicating parties. Communication keys may be
pair-wise keys used to secure a communication channel between two nodes that are

in direct or indirect communications [Eschenauer and Gligor, 2002; Chan et al., 2003;
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Du et al., 2004; |Liu and Ning, 2005]], or they may be group keys shared by multiple
nodes [Eltoweissy et al., 2005; |Younis et al., 2006]. Network keys (both administrative
and communication keys) may need to be changed (re-keyed) to maintain secrecy and

resilience to attacks, failures, or network topology changes.

Key management entails the basic functions of analysis, assignment, generation,
and distribution [Younis et al., 2006; Eltoweissy et al., 2006]. During key analysis,
keying requirements are analysed to determine the required number of keys for the
network as well as the number of keys needed by each node. In addition, analysis may
take place to determine keys that need updating. Next, key assignment is performed.
Key assignment refers to the mapping of keys to different parties. Administrative
key assignment is considered here since communication keys are simply assigned by
agreement of parties wanting to establish a secure communication channel. In the
third step, generation of administrative keys may take place once or multiple times
over the lifespan of the network. The generation of communication keys is the re-
sponsibility of the communicating parties. In all cases, the key generating node(s)
must be trusted by all key-receiving nodes. The fourth and last step, named as key
distribution, refers to the delivery of keys to their designated nodes after they have
been generated and assigned to the nodes. The distribution of communication keys
usually takes place after the network has been deployed. Communication keys are
used for a short period and should be regularly updated (this may include analysis,
assignment, generation, and [re]distribution) of network keys. Re-keying essentially
comprises these basic functions providing acceptable levels of security and conserv-
ing scarce resources, in particular energy, needed for network operations. The next
section categorizes the existing key management protocols in WSNs, and identifies

the scope of the proposed protocol.

7.2.2 Existing works for the key management process

Traditionally, the four basic functions discussed in the previous section, have been
tightly coupled, where all were performed by a centralized server or collaboratively
by the nodes in a network, with each node performing the same functions. Exist-
ing proposals, [Eschenauer and Gligor, 2002; Liu and Ning, 2005; Eltoweissy et al.,
2005; |Younis et al., 2006; Mamun et al., 2008], have moved to decouple these func-
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tions to various degrees. Such decoupling can immensely benefit sensor networks
due to their large scale, high vulnerability to attacks, and limited resources. Keying
functions are triggered by keying events. These events include network deployment,
node addition, node eviction, or periodic (or on-demand) key refresh. Entities with
key management responsibilities may include a key server, BS, gateway nodes, or

even sensor nodes.

Several key distribution schemes have been proposed for WSNs. Key management
schemes in sensor networks can be classified broadly into dynamic [Eltoweissy et al.,
2006] or static [Eschenauer and Gligor, 2002; |(Chan et al., 2003} Liu and Ning), 2005]
solutions based on whether re-keying (update) of administrative keys is enabled post
network deployment. Schemes can also be classified into homogeneous [Eschenauer
and Gligor, 2002; Liu and Ning), 2005]], or heterogeneous [Hill et al., 2000] schemes
with regard to the role of network nodes in the key management process. All nodes
in a homogeneous scheme perform the same functionality. On the other hand, nodes
in a heterogeneous scheme are assigned different roles. Homogeneous schemes gen-
erally assume a flat network model, while heterogeneous schemes are intended for
both flat and clustered networks. Other classification criteria include whether nodes
are anonymous or have pre-deployment knowledge (location, degree of hostility, etc.)
imparted to the nodes. Another classification criteria includes asymmetric (public
key) cryptography or symmetric cryptography. Although there are some works done
in [Malan et al., 2004; Lopez, 2006; Huang et al.,|2004] to customize public key cryp-
tography and elliptic key cryptography for low-power devices, such approaches are
still considered as costly due to high processing requirements. The last classification
criterion includes pre-distribution [Eschenauer and Gligor, 2002; Chan et al., 2003;
Liu and Ning| 2005; Ren et al. 2005; Kausar and Masood) 2006] or post distribution
of secret keys. Recent research suggests that symmetric secret key pre-distribution is
possibly the only practical approach for establishing secure channels among sensor

nodes [Ren et al.,[2005].

The milestone protocol for secret key management in WSNs was developed by
Eschenauer and Gligor [2002]. This protocol uses a probabilistic key pre-distribution
technique to bootstrap the initial trust between sensor nodes. The main idea is to have

each sensor randomly pick a set of keys from a key pool before deployment. Then, in
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order to establish a pair-wise key, two sensor nodes only need to identify the common
keys that they share. To bootstrap security using Eschenauer and Gligor’s original
scheme, a network goes through three phases. In the first phase (key pre-distribution),
which takes place prior to network deployment, a large pool of S keys and their IDs
are generated. Each node is then assigned a ring of m keys, drawn from the pool at
random, without replacement. In the second phase (shared-key discovery), which
takes place during network setup, all nodes broadcast the IDs of the keys on their
key rings. Through these broadcasts, a node finds out with which of their neighbours
(as determined by communication range) they share a key. These keys can then be
used for establishing secure links between the two neighbours. Finally, during the
path-key establishment phase, pairs of neighbouring nodes that do not share a key
can set up their own keys, as long as they are connected by two or more secure links
at the end of shared key discovery. Because of the way keys are assigned, a key can
be found in more than two nodes, and used in multiple communication links. When
a node is compromised, all its keys, and all the links secured by these keys are also
compromised. The Eschenauer-Gligor scheme is further improved by Chan, Perrig
and Song (Chan et al. [2003], by Hung-Min et al. Sun et al.|[2009], and by Liu and
Ning|Liu et al.|[2005].

The proposed key management protocol uses the proposed multi-chain oriented
logical topology, and can be classified by the characteristics of i) dynamic nature in re-
keying of network keys (both administrative and communication), ii) heterogeneity
as different nodes (member nodes, lower-level leaders, BS) perform in different ways,
iii) being anonymous as the scheme does not assume any pre-deployment knowledge

like location etc., iv) symmetric cryptography, and v) pre-distribution of partial keys.

7.2.3 Overview of the proposed key management protocol

The key management protocol proposed in this chapter is based on partial keys pre-
distribution and symmetric cryptography. Because of the resource-constraint nature
of WSNs, both pre-distribution of keys and symmetric cryptography are appropriate
for WSNs.

The protocol proposes that each of the sensors stores a set of partial key (half-

keys) rather than the set of full keys. This has two-fold advantages: i) lower storage
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requirement and ii) even if a sensor is captured by an attacker it cannot obtain the
encryption / decryption keys. Two neighbouring sensors in a chain establish their

encryption/decryption key by concatenating the partial keys.

In the proposed protocol, keys are not assigned randomly from a key-pool as
in [Eschenauer and Gligor, 2002] and [Kausar and Masood, 2006]. Consequently,
the number of keys generated is much lower when compared with [Eschenauer and
Gligor, 2002] and [Kausar and Masood) 2006]. Nonetheless, the key management sys-
tem remains secure, because a large number of keys can be generated by the sensors
participating in a chain, and each pair of sensor nodes use a different communica-
tion key. Another important feature of the scheme is that two communicating nodes
always use a new secret key for data encryption/decryption in each round. This fea-
ture enables WSNis to achieve resilience to attacks, as well as data freshness without

generating a long nonce!l]

Perrig et al.| [2002] point out that public key cryptography is not well suited for se-
curing WSNis. Indeed, the memory of a sensor is typically insufficient to hold the long
keys necessary to guarantee secure asymmetric cryptography. Moreover, sensors are
usually equipped with processors that require high energy and time to compute the
modular exponentiations involved in the implementation of public key cryptography.
Therefore, symmetric cryptography is used for the proposed key management proto-
col. A symmetric cryptography can be defined as follows: g = E(u) is an encrypted
message where u is the plain text, k is the secret key, and E is the encryption algorithm.

Accordingly, u = E; ' (1) is the decryption of the same message p.

Two versions of the key management protocol are proposed. In the first version of
the protocol, all sensor nodes in a chain use the same set of partial keys, while in the
second version each node uses a private copy of partial keys. The detailed description

of the proposed protocol is provided in the next section.

7.24 Detailed description of the proposed key management protocol

This section describes the proposed key management protocol in detail. In describ-
ing the proposed protocol, various notations are used. Figure [7.2lists these notations.

Figure|7.3| describes the key management protocol as a whole. For easy understand-

LA nonce is a cryptographic value that is used only once.
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N : number of sensor nodes deployed

C; : ith chain

LC; : lower-level leader of chain C;

CL : average number of sensors in a chain (chain length)
n : number of chains (=N/CL)

NK : network key

A, B : sensor nodes

BS : base station

KP : key pool of partial keys

KL; : key list of chain i

PK; : ith partial key

id, : identifier of nth partial key

ID, : unique identification of node x

L : list of ids generated at BS during pre-distribution
LPK; : list of ids nominated for chain i

E : encryption function

o : Order of ids of partial keys selected by sensor node A
R4 : node 4’s random function that Generates Oy
Enxk(M) : message M being encrypted by network key Ng
K, : secret key established between sensor nodes A4 and B for #-th round
[ : concatenation function

A—B  :node 4 sends message to node B

Figure 7.2: Notation used in the proposed key management protocol.

ing, the protocol is divided into several steps which are also marked in Figure The

steps are described below.

Step 1: Pre-distribution

A key pool of partial keys is generated at the BS prior to the deployment of sensors.
The size of the key pool is an important factor to determine. Considering that, an
encryption / decryption key should be 128 bits long and the key pool contains 1000
partial keys of 64 bits long, the total memory consumption for storing all the partial
keys in a sensor is ((128/2) x 1000) bits or 8KB. It should be noted that, the Berkeley
Mica Motes (one of the oldest sensors) has 128K bytes of program storage, and 4K
bytes of SRAM. Although the proposed protocol forces each sensor node to consume
all the partial keys generated at BS, soon after the first chain formation phase a sensor
can delete all the partial keys except the nominated keys for it. Thus, if a sensor
stores 50 half keys, it requires only 400 bytes to store the partial keys. Note that,
using n partial keys, two neighbouring nodes can establish up to 2 x n” secret session

keys. The number of session key candidates is one of the important performance
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evaluation metrics. Number of session key candidates simply refers to the minimum
number of session keys possibly being created for data encryption/decryption. Before
deployment, each sensor is loaded with a key pool of partial keys S, a list of identifiers
of the partial keys L, a single network key Ng, and a unique identifier /D. Note that,
if a key pool contains 1 number of partial keys, log, 1 bits are required for identifying
each of the partial keys. Thus, a sensor node is loaded with around 8.7KB of partial
keys and their identifiers. Soon after the chain formation, each node requires 444 bytes

(assuming each node keeps 50 partial keys and deletes the rest).

Step 2: Chain formation phase

The single network key and the unique identifier of each node are used for distribut-
ing the administrative keys securely and authentication purposes respectively. During
the chain formation phase of the proposed multi-chain oriented logical topology, the
proposed key management protocol authenticates each sensor in a chain. Most of the
sensor networks are used to protect or monitor critical infrastructures. In such struc-
tural monitoring applications, it would be a reasonable assumption that the sensor
field is under super surveillance only during the deployment phase, which usually
does not last too long [Zhang et al), 2005]. Thus, it can be assumed that adversaries
do not actively catch or attack individual sensor nodes in this phase because other-
wise they would run a high risk of exposing themselves. Therefore, a single network
key can be assumed sufficient in the early deployment phase. However, an adversary
might send strong signals as HELLO messages to tempt a sensor to consider it as its
neighbour, and, therefore, becomes a member of a chain. For this reason, in the pro-
posed protocol, a three-tier authentication check is performed after forming a chain.
All members of the chain send their IDs (encrypted by the network key) to the leader
of the chain. After collecting all the IDs, the local-leader sends all the IDs along with

its own ID to the BS for authentication.

Steps 2a, and 3a (shared partial keys)

After the BS authenticates all members of a chain, it randomly chooses a predeter-
mined number of partial keys and constructs an LPK using the IDs of those partial

keys. BS then sends the LPK (encrypted by the network key) to the lower-level leader
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1. Pre-distribution
Before deployment, each sensor is loaded with
(i) A pool of partial keys, P = {PK,, PK,, ..., PK;} which is generated at BS
(i) Alist L ={id,,id,, ..., id,} that contains an identifier for each of the keys of key pool P
such that L(id,)= PK, for n =1,2,3, ..,k
(iii) A network key NK.
(iv) A unique identification number /D, fori=1,2,3,...,N

2. Chain formation phase

(i) At the end of each chain C; (i=1,2, ..., n) is formed, its member nodes send encrypted IDs
to the Local-leader LC;: A— LC;: E,, (ID,)where 4 €C,
(i) Local-leader LC; collects all the IDs and then sends them along with its own ID to the base
station for authentication: LC; — BS : E, ({ ID , ‘ 4eC> D D)
2.a Shared partial key method
(iii) Following the authentication, the base station sends encrypted list of ids nominated for chain
Ci:BS—LC;: E,(LPK),)

(iv) Receiving the LPK;, LC; disseminates LPK; to all member nodes of the chain using the
communication model of the proposed logical topology.
(v) Each member node of the chain deletes the partial keys that are not mapped by LPK; from P

to find out its key list : KL, = {P—{L(id,)| id ¢ LPK.}}

2.b Private partial key method

(iii) Following the authentication, the base station sends encrypted list of ids nominated for chain
CiBS—LC: E,(PKL,.)

(iv) Each sensor 4 sends an encrypted id-list of chosen partial keys to its successor B, and its
predecessor C
A—B : Exyy(PKL,)
A—C : Exy(PKL,) [except the first and the last member of a chain]
(v) Each member node 4 of the chain deletes the partial keys that are not mapped by PKLz and
PKL (assuming B and C are successor and predecessor of 4) from P to find out its own key-

list: KL, = {P—{L(id,)|id, & {PKL, " PKL.}}}

3. Steady state phase
3.a Shared partial key
To establish an encryption/decryption key, two sensor nodes 4 and B (where 4,B e C,) act as
follows:
(i) 4> B: E;(0)=E(R,(LPK,)) where R, isarandom function that changes the
order of the elements remaining the cardinality same.
(i) B—>4: By (Op) = Ey (Ry (LPK}))
(iii) Now both 4 and B compute the secret key for the first round as
K'z = (L(O,[t]) || L(O,[t])) where O,[f] returns the ¢-th id of O. For the next round 4
and B compute the secret key as K ' = (L(O [t +1])|| L(O,[¢ +1])) and so on.
3.b Private Partial key
A and B compute the secret key for the first round as K, = (L(PKL ,[#]) || L(PKL,[t])) . For

the next rounds, 4 and B compute the secret key as K = (L(PKL [t +1]) || L(PKL,[t +1])),
and so on.

Figure 7.3: Proposed key management protocol. (Two versions are depicted inter-
leaved).
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of the chain. The lower-level leader then disseminates the LPK (encrypted by the net-
work key) to all member nodes of the chain using the communication model of the
proposed logical topology. Once a sensor node comes to know which partial keys it
will use with its neighbour, it deletes the rest of the partial keys and their correspond-
ing IDs.

At this stage, the sensor nodes are ready to establish the communication keys.
Note that, in the proposed logical topology, a sensor node only communicates with
its neighbouring nodes. Furthermore, all the nodes of a chain share the same list of
partial keys. To establish communication keys with its neighbour, a node A creates an
order list O4, which maintains the same cardinality with LPK but the order of the IDs
is different, and sends it (encrypted by the network key) to its neighbour. A’s neigh-
bour, B, sends a similar order list Op to A. Sensors A and B can now construct their
secret communication keys for each round. In the higher-level chain, the lower-level
leaders can construct their session keys in a similar way if they share some common
partial keys. This can be done by the BS while assigning LPKs and generating some
common partial keys in each LPK such that the local-level leaders can construct a se-
cure communication key among themselves. When a new chain is reconstructed, the

aforementioned procedures take place.

Steps 2b, and 3b (private partial keys)

In this version of the proposed protocol, instead of using shared partial keys, each
member sensor node of a chain chooses its own private partial keys. Each sensor
then creates the corresponding id list of the partial keys it chooses. This list is called
as partial key list, PKL. Now, instead of sending the LPKs, sensors send PKLs. The
number of partial keys to be selected is predetermined. When the lower-level leader
sends the encrypted ID list of the chain, BS verifies all the sensors and sends a partial
key list to each lower-level leader. Partial key lists for the lower-level leaders are to be
selected by the BS because lower-level leaders should have some common partial keys
among themselves to construct a symmetric encryption / decryption key. Thus, each
sensor selects a predetermined number of partial keys from the key pool and thus
constructs a partial key list PKL and sends it to its successor and predecessor. Each

sensor can now establish a secured encryption /decryption key with its successor in
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the same way that a sensor establishes a secured key using shared partial keys.

Shared partial keys vs. private partial keys

One of the implications of using private partial keys is that it increases the resilience
at a cost of more buffers being required in each sensor to store triple number of partial
keys compared to the shared partial keys approach. This is because a sensor has to
save the partial keys of its own as well as the partial keys of its successor and pre-
decessor sensor nodes. However, in this approach, sensors do not need to store the
partial key order lists of neighbouring sensors. Using private partial keys instead of
using shared partial keys also increases the domain of session key candidates. This
is illustrated in Figure Thus, private partial keys approach requires lower num-
bers of partial keys compared to the shared partial keys approach to have the same
number of session key candidates. For example, in Figure 35 private partial keys
can create as many session key candidates, which can be generated using 50 shared
partial keys. To store 50 partial keys in the shared keys approach around 400 bytes are

required, whereas using 35 private partial keys, around 280 bytes are required.

Another implication of the private partial key method is that, whenever an ad-
versary captures a node, the adversary can at best find out the possible links encryp-
tion/decryption keys used by the node and its neighbours. Thus, the probability that
an adversary can decrypt a random communication link by knowing another node is

greatly reduced.

7.2.5 Analysis and simulation results

While designing a communication protocol and imposing security constraints on it,
the first thing to consider is the number of messages to accomplish security measures
in that communication protocol. In order to reduce the total number of messages sent,
and thus to save energy, sensor readings from multiple nodes may be processed at one
of many possible aggregation points. An aggregation point collects sensor readings
from surrounding nodes and forwards a single message representing an aggregate of
the values. Aggregation points are typically regular sensor nodes, and their selection
is not necessarily static. Aggregation points could be chosen dynamically for each

query or event, for example. It is also possible that every node in the network func-
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tions as an aggregation point, delaying transmission of an outgoing message until a
sufficient number of incoming messages has been received and aggregated. Note that
the proposed logical topology chooses the later one. Also note that, in the proposed
key management protocol, once the partial key list is received by the sensor nodes,

two neighbouring nodes do not need to send messages to establish each secret key.

Power management in sensor networks is also critical. At full power, the Berkeley
Mica mote can run for only two weeks or so before exhausting its batteries. Conse-
quently, for a sensor network to last for years, it is crucial that they run at around a
1% duty cycle (or less). Similarly, since the power consumption of the radio is at least
three orders of magnitude higher when transmitting or listening than when in sleep
mode, it is crucial to keep the radio in sleep mode for the overwhelming majority of
time. In addition, communication bandwidth is extremely dear: each bit transmitted
consumes about as much power as executing 800-1000 instructions [Hill et al., 2000],
and therefore, any message expansion caused by security mechanisms comes at sig-
nificant cost. That is why emphasis is given on calculating the future secret keys by
collecting the order list from a sensor’s neighbour, rather than sending and receiving

partial keys in each round.

Besides data aggression, and the number of messages required for the key man-
agement protocol, the following evaluation metrics were also considered: (i) the num-
ber of session key candidates, (ii) scalability, (iii) key connectivity, (iv) resilience, (v)

storage complexity, (vi) processing complexity, and (vii) communication complexity.

The number of session key candidates simply refers to the minimum number of
session keys possibly being created for data encryption/decryption. Figure|/.4/shows
the exponential increase of session key domain with respect to the number of partial
key assigned to a node. This means that finding out a secret key even knowing the

LPK or PKL is nearly impossible.

Scalability is the ability to support larger networks. Larger networks can be sup-
ported if there is enough storage for the required security credentials which is related
to storage complexity of the solution. Figure7.4]also implicitly shows high scalability
of the proposed protocol. Every sensor needs only 100 partial keys to store (which re-
quires only 850 bytes) one of the 20,000 session keys that can be generated for a large

sensor network.
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Figure 7.4: Number of session key candidates.

Resilience can be defined in one of the following ways: (i) probability that a link is
compromised when an adversary captures a node, (ii) number of nodes whose secu-
rity credentials are compromised when an adversary captures a node, or (iii) number
of sensor nodes required to be captured to compromise a whole WSN. Note that us-
ing the proposed protocol, even if an adversary captures a node, it cannot find out the
encryption/decryption key, because the keys that remain in a sensor node are partial
keys rather than full secret keys. Assume that the adversary can mount a physical
attack on a sensor node after it is deployed, and read secret information from the sen-
sor’s memory. In this situation, the resilience of a scheme can be evaluated by estimat-
ing the fraction of total network communications that are compromised by a capture
of x nodes not including the communications in which the compromised nodes are

directly involved [Ren et al., 2008].

This section measures the resilience of the proposed protocol by calculating the
fraction of links in the network that an attacker is able to eavesdrop as a result of
recovering keys from captured nodes. That is, an answer is sought for the question:
for any two nodes A and B in the network, where neither A nor B has been captured by
the attacker, what is the probability that the attacker can decrypt their communication
keys using the subset of the key pool that was recovered from the nodes that were
compromised? Using m partial keys, the number of full keys that can be established

is ""P, (where P is the permutation function). Let the number of captured nodes be x.
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Figure 7.5: Resilience of the proposed key management protocol.

Since each node contains m partial keys, the probability that a given key has not been
compromised is p(not_compromised) = (1 —x x™P,/5P,). Thus, the expected fraction of
total keys compromised is P, /5P,. Hence, the probability that any secure link setup
in the key-setup phase between two uncompromised nodes is compromised when x
number of nodes have been captured is P,/ SPp,. Figure shows how it varies with
the number of nodes captured by the attacker. Note that, the scale of the x-axis shows
absolute numbers of nodes compromised (i.e., independent of the actual total size
of the network) while the y-axis is the fraction of the total network communications

compromised.

Key connectivity, one of the important factors for random key pre-distribution
schemes, considers the probability that two (or more) sensor nodes store the same key
or keying material to be able to establish pair-wise, group-wise or network-wise keys
[Camtepe and Yener, 2007]]. In the proposed protocol, when all sensor nodes use pri-
vate partial key lists, once a sensor node receives the order list from its neighbours, it
is always able to construct the secret communication keys. On the other hand, when a
public partial key list is used for a chain, all members of the chain share the same LPK,
and therefore, share the same partial keys. Thus, connectivity is always guaranteed in

this proposed key management protocol.

Efficiency of the solutions is generally measured using their storage, processing,

and communication complexities. Here storage complexity is measured using the
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Figure 7.6: Memory requirement of the proposed key management protocol.

amount of memory units required to store security credentials. The proposed key
management protocol requires very low storages to keep the partial keys (around 420
bytes to store 50 partial keys, their identifiers, and the network key). Figure [7.6|de-
picts the memory requirement of the proposed protocol. Communication complexity
is measured as the number and size of packets sent and received by a sensor node. In
the proposed protocol, a node communicates with its neighbour using only the iden-
tifiers rather than partial keys. Thus, the packet size is relatively low. Moreover, to
create the communication keys, each sensor employs fundamental calculations, such

as concatenation.

In summary, the proposed key management protocol minimizes the constraints
of the WSNs, while maintaining very high level of security aspects. The underly-
ing logical topology and its communication abstract make this possible for the key
management protocol. The next section describes another application protocol, and
further discusses how the underlying logical topology helps the application protocol

in different ways.

7.3 Protocol 2: Data Transfer Protocol

In some applications of WSNs, a source node needs to transfer certain instructions
or control information to a destination node. Based on these instructions, or control

information, a specific action is taken. For example, a WSN, which is placed on a
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Figure 7.7: Source node needs to send data to the destination node.

riverbed to measure water level of the river, can send control signals to a distant sensor
node to access the gates of a dam. Thus, data transfer in WSNs is crucial at times,
and this section addresses this issue. In doing so, this section presents a data transfer
protocol, the problem of which is depicted in Figure[7.7} In this figure, the source node
needs to transfer a piece of data to the destination node. This problem slightly differs
from the routing problem. In WSNs, routing problems usually refer to the problem of

sending data from a sensor node to the BS or data sink.

The proposed data transfer protocol uses the proposed multi-chain oriented logi-
cal topology. The aim of this protocol is to design the routing paths for data to send
from a source sensor node to another sensor node in the network. The following
section discusses the existing works on data transfer protocols, and identifies the re-

quirements of a data transfer protocol.

7.3.1 Existing protocols for data transfer

Several existing protocols can be used to transfer data from a source node to a desti-
nation node, such as flooding, gossiping and SPIN. Comparative discussions of them

are provided below.

A. Flooding. In flooding, a node wishing to send a piece of data to another node
across the network starts by sending a copy of this data to all of its neighbours.
Whenever a node receives new data, it makes copies of the data and sends the
data to all of its neighbours, except the node from which it just received the data.
In this fashion, the destination node receives the intended data from the source

node. One of the main drawbacks of flooding includes implosion, which is caused
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by duplicate messages sent to the same node [Heinzelman et al., 1999]. Another
major problem is overlap, which occurs when two nodes sensing the same re-
gion send similar packets to the same neighbour. Flooding is also responsible for
resource blindness by consuming a large amount of energy without considering

other energy constraints [Chang and Liu, 2007].

B. Gossiping. Gossiping [Krishnamachari et al., 2003] is an alternative to the flooding
approach, which uses randomization to conserve energy. Gossiping avoids the
problem of implosion by just selecting a random node to send the packet, instead
of broadcasting the packet blindly. However, this causes delays in propagation of
data through the nodes [Boyd et al., 2006]. Since the source sends the packet to
only one of its neighbours, and because the neighbour sends the packet to only
one of its neighbours, the fastest rate at which gossiping distributes data is one

node/round. However, gossiping does not solve the overlap problem.

C. SPIN. Another well-known protocol that can be used to transfer data, is called Sen-
sor Protocols for Information via Negotiation (SPIN). SPIN is a family of adaptive
protocols proposed by Kulik et al.|[2002]. The original SPIN protocols disseminate
all the information at each node to every node in the network, assuming that all
nodes in the network are potential BSs. These protocols make use of the property
that nodes in close proximity have similar data, and hence there is a need only
to distribute the data that other nodes do not possess. The SPIN family of proto-
cols uses data negotiation and resource adaptive algorithms. Nodes running SPIN
assign a high-level name to completely describe their collected data (called meta-
data), and perform meta-data negotiations before any data is transmitted. This
assures that there is no redundant data sent through the network. The semantics
of the meta-data format is application specific, and is not specified in SPIN. For
example, sensors might use their unique IDs to report meta-data if they cover a

certain known region.

To transfer data from a source node to a destination node, SPIN can be used in
the following way. SPIN uses three types of messages: ADV, REQ and DATA. The
message type ADV is used to advertise data, REQ to request data, and DATA is the

actual message itself. The protocol starts with the source node by broadcasting an
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Source
node

Destination
node

ADV REQ ———> DATA

Figure 7.8: Illustration of SPIN protocol.

ADV message containing meta-data. If a neighbour is interested (e.g., if the node is in
the direction of the destination node), it sends a REQ message for the data, and then
DATA is sent to this neighbour node. The receiving sensor node further repeats the
same process with its neighbouring sensor nodes. As a result, the data propagates
towards the destination node, and after some time, the destination node receives the
data. Figure|7.8|illustrates the SPIN protocol for sending data from the node S to the
node D. This figure shows that the intermediate nodes X, Y, and Z co-operate with
the source node S to send data to the destination node D. Note that, if a node receives
some data, and at later receives an advertisement for the same data, the receiving node
does not respond to the advertisement. For example, the node X receives data from
the node S, and after that receives an ADV message from the node A for the same data.
That is why the node X does not send any REQ message to the node A. In addition,
there are a number of nodes which are not interested at all in the data. For example,
although the nodes C, E, F, and G receive ADV messages, they do not respond to the
advertisement, because these nodes are not interested in the data. A node might not
be interested in receiving data when it receives an ADV message for many reasons,
such as, the node does not have enough energy to receive and forward the data, or the
data is not intended for the node, or the node is not in the direction of the destination

node etc.

Although SPIN differs itself from the classic flooding by implementing its mech-

anisms to control the unwanted flooding, number of messages generated to transfer
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the data from the source to the destination is still high. In addition, and most impor-
tantly, SPIN protocol does not guarantee the delivery of data, because intermediate
nodes between the source and the destination nodes may not be interested in adver-
tised data. Therefore, such data may not be forwarded to the destination [Rehena

et al.,2010].

From the above discussions, several potential requirements for a data transfer pro-
tocol can be identified as follows: i) a lower number of messages required to transfer
data, ii) lower total energy to be spent, iii) prevention of implosion, iv) prevention of
overlap, v) shorter time required to send data from the source node to the destina-
tion node, and v) higher reliability. The next section proposes a data transfer protocol,
which uses the proposed multi-chain oriented logical topology, and discusses each of

the above mentioned requirements.

7.3.2 Proposed data transfer protocol

The proposed data transfer protocol is based on the hierarchical structure and com-
munication abstraction of the proposed multi-chain oriented logical topology. As-
sume that all the nodes in the target field are organized as the multi-chain oriented
logical topology. Without the loss of generality, it can be assumed that the lower-level
leaders know their corresponding chain members. Further, assume that each sensor
has a unique ID, and that a lower-level leader knows all the IDs of its chain members.

The proposed data transfer protocol works in the following way:

i) Data transfer is initiated by the source node. The source node sends the data to

its neighbouring node in the direction of its lower-level leader.

ii) When the lower-level leader receives the data, it sends a probe message to its
next lower-level leader in the higher-level chain. The probe message contains the

address of the destination node.

iii) Whenever a lower-level leader receives a probe message along the higher-level
chain, the chain leader checks the destination node address in the probe message.
If a lower-level leader finds that the destination address contained in the probe
message matches with one of its chain member’s address, the lower-level leader

sends back a probe reply message towards the sender of the probe message. On
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Figure 7.9: Illustration of the proposed data transfer protocol.

the other hand, if the destination address matches with none of its chain mem-
ber’s address, the lower-level leader simply forwards the probe message to the

next lower-level leader in the higher-level chain.

iv) After receiving the probe reply message, the lower-level leader of the source
node encapsulates the data, and sends it to the lower-level leader, which sent
the probe reply message, via the higher-level chain. The data packet contains two

addresses, one for the lower-level leader, and another for the destination node.

v) When the lower-level leader of the destination node receives the encapsulated
data packet, it removes the header, and sends the data towards the destination

node via the lower-level chain.

vi) Finally, the destination node receives the data.

The proposed data transfer protocol is illustrated in Figur In this figure, the
source node S wants to send data to the destination node D. The node M is the lower-
level leader of S’s chain, while the node P is the lower-level leader of D’s chain. The
other local leaders of the deployed sensor nodes are N, O, and P. All the local leaders
construct a single higher-level chain MNOPQ.

First, the source node S sends the data packet to lower-level leader node M via the

node A. The data packet contains the ID of the destination node D. The node M needs
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to send the data to the lower-level leader of the destination node. To find the lower-
level leader of the destination node D, the node M then sends a probe message, which
contains the ID of the destination node D through the higher-level chain MNOPQ.
Both of the nodes N and P forward the probe message, because they find the address
inside the probe message does not match with any of the members of their chains. On
the other hand, when the lower-level leader P receives the probe message, it finds the
address inside the probe message matches one of the IDs of its member nodes. As a
result, it sends a probe reply message to the node M via the higher-level chain MNOPQ.
After receiving the probe reply message from the lower-level leader P, the lower-level
leader M puts the address of the node P as a header and sends the packet to the node
P via the higher-level chain MNOPQ. When node P receives data from M, it removes
the header inserted by the node M, and sends it to the destination node D through the

node C of the lower-level chain.

7.3.3 Analysis and simulation results

The proposed data transfer protocol is free from implosion and overlap. This is be-
cause the proposed protocol uses the communication abstraction of the proposed log-
ical topology, where a node only communicates with its successive nodes in the chain.
The proposed data transfer protocol creates a single virtual path from the source node
to the destination node. Thus, there is no likelihood of having implosion or overlap

using the proposed data transfer protocol.

With the existence of the proposed logical topology, it is always guaranteed that
the source node is able to send the data to the destination node. If any intermediate
node dies, it is the responsibility of the logical topology to mend this problem. The
data transfer protocol does not need to worry about this. On the other hand, nei-
ther SPIN nor gossiping can assure that the source node is always able to send the
data to the destination node, because the intermediate nodes may not be interested in

forwarding the data.

This section further evaluates the performance of the proposed data transfer pro-
tocol with respect to the other protocol requirements described in section In
doing so, several simulation experiments were performed. First of all, the proposed

protocol required the lowest number of total messages among all the data transfer pro-
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Figure 7.10: Comparison of the proposed data transfer protocol with flooding, gossip-
ing, and SPIN in respect of number of messages required to transfer data.

tocols discussed in this section. Obviously, flooding requires the highest number of
messages, because flooding is a blind process. Gossiping protocol, although creating
fewer messages than flooding, required a very high number of messages compared to

SPIN or the proposed protocol.

Figure a) shows the comparison regarding the number of messages required
to tranfer data among flooding, gossiping, SPIN, and the proposed protocol. This fig-
ure shows that flooding and gossiping require vast number of messages compared

to SPIN and the proposed protocol. The performance comparison between SPIN and
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Figure 7.11: Comparison of the proposed data transfer protocol with SPIN with re-
spect to the total energy spent on transferring data from the source node to the desti-
nation node.

the proposed protocl is not comprehensible from Figure [7.10(a). That is why Fig-
ure [7.10(b) shows the comparison between SPIN and the proposed protocol using
different scale. The proposed data transfer protocol required the lowest number of
messages to transfer data from source to destination because of the communication

abstraction of the logical topology.

From the above discussion, it can be said that the proposed data transfer protocol
requires the lowest energy to transfer data from source to destination, because energy
consumption is directly related to the number of messages generated in the process
of data transfer. Fig shows the simulation results regarding the comparison of
energy spent by SPIN and the proposed protocol. In the simulation experiment, the
source node and the destination nodes were chosen randomly from opposite side of
the target field, and the number of sensor nodes was gradually increased. In this ex-
periment, the total energy spent was calculated using the transmission cost, while it
was assumed that the data processing cost is negligible. It was found that the total en-
ergy spent was not perfectly proportional to the number of messages. This is because
the distance between two successive nodes in a higher-level chain is greater than that

of a lower-level chain.

Figure shows the comparison of the proposed data transfer protocol with
flooding, gossiping and the SPIN protocol in respect of time required for the data
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Figure 7.12: Comparison of the proposed data transfer protocol with flooding, gossip-
ing, and SPIN with respect to the time required to transfer data from the source node
to the destination node.

transfer. Gossiping took the longest time to transfer data among all the protocols,
because the fastest rate at which gossiping distributed data was 1 node/round. Al-
though the SPIN protocol distributed data using more than one node at a time, it
spent a significant amount of time in advertising the data to the intermediate nodes.
On the other hand, flooding showed the best result with this experiment. To send
the data from the source node to the destination node, the proposed protocol took a
slightly longer time compared to that of flooding. This was because of sending the
probe message in the higher-level chain. However, sending a probe message is worth-
while because there is no point in sending a large data packet along the higher-level

chain if the destination node is unavailable for some reason.

74 Summary

This chapter discusses various data related protocols, which are designed and applied
on the top of the proposed logical topology. Each of the protocols demonstrate better
performance compared to other existing protocols. For example, in a large WSN of
500 nodes, the proposed data transfer protocol saves around 35% of energy required
to transfer a data packet from one end to the other end of a target field of 200m x200m

of dimensions. Using the same establishment, the proposed data transfer protocol re-
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quires 42% and 71% less time compared to that of the SPIN and gossiping protocols
respectively. Moreover, using the logical structure and the communication abstraction
of the proposed topology, the proposed data transfer protocol guarantees no implo-
sion and no overlap. The proposed data dissemination protocol distributes secret keys
to establish a secured WSN. The proposed protocol demonstrates high resilience, high
key connectivity, lower storage complexity, and lower processing and communication
complexities. This is possible because of the underlying logical topology, and its com-
munication abstraction. Using the proposed logical topology, data collection protocols

saves more energy, and helps to lengthen the lifetime of the network.

Behind the scene of high performances of these protocols, the underlying logical
topology contributed a lot. All the protocols discussed in this chapter use the hierar-
chical structure and the communication abstraction of the logical topology, and thus
performed better. As communication among the sensor nodes is the most important
attribute in WSNs, it can be argued that other application protocols, too, will provide

better results using the proposed logical topology.



Chapter 8

Conclusion

Recent advances in wireless and MEMSﬂ-based sensor technologies, low-power ana-
log and digital electronics, and low-power RFEI design have enabled the development
of relatively inexpensive wireless sensor technology. It is known that, new technolo-
gies replace existing technologies or fill new niches when there are economic advan-
tages. Thus, wireless sensors will replace wired technologies, because no wiring in-
curs lower costs and more flexibility in deployments. In a word, wireless sensor net-
works have a bright future; many applications have been proposed, and availability of
sensors will lead to a large number of new and exciting applications. Hence, a design
paradigm is needed for these application protocols of WSNs. This thesis contributes
in this area by using logical topology.

8.1 Contributions of the Thesis

This thesis presents a novel notion in application protocols design paradigm of WSNs.
The traditional approaches of designing application protocols tend to focus primarily
on developing protocols first, and then using them on different topologies for im-
plementation. This thesis, however, argues that logical topology of WSNs should be
considered before designing application protocols in WSNs. The argument is made on
the basis that the logical topology of WSNs dictates the structure and hierarchy of the
network. It governs the communications among sensor nodes providing various de-
cisions, such as routing path establishment, leader selection, successor-predecessor

determination etc. Logical topology further covers other issues, such as network
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management, connectedness, data aggregation, or data fusion. Thus a well-designed
topology provides benefits to design various application protocols. For example, the
application protocol can use the communication abstraction of the logical topology,
or it can use some network management sub-routines to ensure quality of service
(QoS). This proposed design paradigm also helps to contend with various constraints
of WSNss, such as limited energy, low quality of communication, limited computa-
tional resources, and scalability. For this reason, this thesis primarily aims to design

an improved logical topology for WSNs.

In doing so, different logical topologies that are used as the underlying structures
of different protocols were investigated. By defining a set of evaluation metrics, these
topologies were compared with one another from different perspectives. As a result
of this comparative evaluation, this thesis argues that chain-oriented topology has the
highest potential to minimize different constraints of WSNs in comparison with any

other topologies.

Following the results of the comparative analysis of different topologies, a ba-
sic multi-chain oriented logical topology was designed. The multi-chain topology
demonstrated excellent results in saving energy consumption, lengthening lifetime,
and reducing latency. An embedded network management architecture was devel-
oped to ensure different network management aspects, such as fault detection, per-
formance management, and security management. Furthermore, to enhance the per-
formance of the proposed topology, three adaptations were proposed, namely node
scheduling scheme, localized chain creation scheme, and a mobile data collection

scheme.

The first adaptation was designed for coverage based sensor node scheduling. The
node scheduling scheme was motivated by the reason that some applications of wire-
less sensor networks do not require 100% coverage. In addition, in a target field, sen-
sor nodes are usually deployed densely, and this creates redundancy. By exploiting
both redundancy of sensor nodes and the requirement of less than 100% of coverage,
the scheduling scheme selects a set of sensor nodes to meet the user’s requirement of

coverage ratio.

The second adaptation was intended to create localized chains for the proposed

logical topology. Localized chains mean chains that are restricted in local areas. Voronoi
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diagram was used in this scheme to divide a target area into several smaller areas
(Voronoi cells). Voronoi tessellation technique was chosen, because one of the charac-
teristics of Voronoi diagrams is that dense subsets of sites (sensor nodes) give rise to
Voronoi cells of small area, and that sparse subsets of sites produce larger Voronoi cells.
Thus, a Voronoi diagram balances the site density. In each of the created Voronoi cells,
a single chain was constructed. The constructed chains exhibited the following char-
acteristics: i) the chains were optimal in chain lengths, iii) all the created chains were
of similar length, and iv) there was no long link between any two successive nodes
in a chain. These characteristics of chains assured low interference and low energy

consumptions.

With the third and last adaptation, a mobile data collection scheme was designed
for the logical topology. The proposed scheme employed multiple mobile data collec-
tors, called MDCs, and used the spatial division multiple access (SDMA) technique.
MDCs were used to traverse a region of the sensor network, and then to collect data
from nearby chain leaders, and to transmit the data to the BS. As a result, lower-level
chains did not need to send data to distant nodes/BS. This resulted in saving a large
amount of energy. Furthermore, the SDMA technique was used to minimize the time

required to gather data from the leader nodes.

After developing the multi-chain oriented logical topology and its adaptations,
a number of application protocols were designed on top of the proposed topology.
As WSNs are very much data centric, a number of data related protocols, namely
data collection protocol, data dissemination protocol, and data transfer protocol were
discussed. All the protocols used the hierarchical structure, and the communication
abstract of the logical topology. The performances of these protocols demonstrated

how a well-designed logical topology influences the designing of other protocols.

In summary, the main contributions of the thesis are:

i) This thesis demonstrates that the issues of WSN constraints should be addressed

first by examining the logical topology.

ii) The proposed multi-chain oriented logical topology outperforms other chain-
oriented topologies in respect of energy consumptions, network lifetime, and la-

tency. For example, the simulation results showed that the proposed topology
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iii)

saved 10% - 20% more energy than PEGASIS, and 15% - 20% more energy than
COSEN. Additionally, the proposed topology spent energy more evenly. Using
the proposed protocol, the first node died after 540 rounds, whereas for PEGASIS
it was 350. Furthermore, using the proposed topology all sensor nodes died af-
ter 648 rounds, whereas PEGASIS could manage up to 575 rounds. Accordingly,
the first sensor node of the proposed topology expired around 190 operational
rounds later than that of PEGASIS. Thus, if the network lifetime is defined as the
time when the first sensor node dies, the proposed topology extended the system
lifetime by around 55%. On the other hand, if the system lifetime is defined by
the time when all sensor nodes die, the proposed topology offered around 20%
extended lifetime. The definitive improvement of the proposed topology over
PEGASIS was the latency in executing operational rounds. In the simulations,
it was found that the proposed topology required 80% less amount of time for

executing 100 operational rounds than PEGASIS.

The coverage-based node scheduling algorithm proposed as the first adaptation
saves a significant amount of energy by sacrificing a small amount of cover-
age area. Using a mathematical model it was shown that, the proposed node
scheduling algorithm required the minimal number of nodes to provide the de-
sired coverage ratio. The simulation results also showed that while the proposed
scheduling algorithm was applied with the proposed multi-chain oriented topo-
logy, the system lifetime was doubled, while sacrificing only 8% coverage ratio.
The scheduling protocol was also compared with other similar existing proto-
cols (PECAS and PEAS). It was found that, the proposed algorithm lost only 30%
sensor node, while both PECAS and PEAS lost 100% sensor nodes. Moreover, an-
other great advantage of the proposed algorithm was that, the node-scheduling
scheme was embedded into the basic logical topology seamlessly without any

modification of its original workflow.

The Voronoi tessellation technique used for the second adaptation created chains
with shortened lengths. Furthermore, the chains produced lower interference,
and consumed lower energy. The proposed scheme was compared with other
chain construction algorithms, and it was found that the total chain length pro-
duced by the proposed scheme was 30% smaller than that of PEGASIS, and 12%
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vi)

smaller than that of COSEN. The proposed scheme also constructed chains of
similar sizes, and this aspect of the chains was useful for even energy distribu-
tion. For example, the standard deviation of chain-lengths of different chains
created in the proposed scheme was 1.82, whereas it was 4.16, 5.40 and 12.53 for
ECR, EBCRP, and CHIRON respectively. Thus, the proposed scheme were able to
lengthen the lifetime of the network by 55%, compared to the existing protocols,
namely ECR and EBCRP. While the other protocols were facing exponentially
increasing interference in large-scale sensor networks, the increment of the inter-
ference in the proposed scheme remained very steady. It proved the scalability of

the scheme.

The mobile data collection scheme, designed as the third adaptation of the pro-
posed logical topology, saved around 17.5% of the total energy in 200 rounds of
operation. As a result of the implementation of the mobile data collectors, sensor
nodes did not require to send data to distant leader nodes/BS. Therefore, more
even energy distribution was possible. As a result, the occurrence of first node’s

death was delayed by 80% of the operational rounds.

The application protocols, which were designed based on the hierarchical struc-
ture and communication abstraction of the proposed logical topology, showed
excellent results. The secret key management protocol required less storage, pro-
cessing, and communication complexities, while providing high resilience and
robustness. The data transfer protocol also required a very low number of mes-
sages compared to other existing protocols. For example, in a network of 1,000
nodes, to send data from a source node to a destination node, the protocol SPIN
required 224 messages, while the proposed protocol used only 65 messages in
the worst case. It was found in the simulations that the proposed data transfer
protocol saved more than 100% energy compared to the SPIN protocol in a large
network of 1,200 nodes. The outperforming performances of the application pro-
tocols were possible because of their usage of the proposed multi-chain oriented
logical topology. As in a WSN communication among the sensor nodes is the
most important attribute, it can be argued that other application protocols, too,

would achieve better results using the proposed logical topology.
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8.2 Future Research Directions

In this thesis, a novel application protocol design paradigm was presented. This de-
sign paradigm can be used to design new application protocols with minimum cost
and effort. The use of multi-chain oriented logical topology in designing various ap-
plication protocols of WSNs can enhance the performance of the protocols. There
remain some issues such as testing the presented techniques in real situations that
require large-scale WSN deployment. Moreover, further improvements can be incor-
porated to improve and extend the presented protocols. A list of some possible future

directions is provided below:

e New topology design: Maintaining the principle of this thesis "logical topology
first, then protocol’, other types of logical topologies can be designed for areas
which this thesis did not cover, such as i) Body Sensor Networks, ii) Vehicu-
lar Sensor Networks, iii) Machine-to-Machine, iv) Acoustic (underwater) Sensor

network, and v) Interplanetary Sensor Networks etc.

o Compliance with real-time constraints: In real-time applications, data is delay con-
strained, and has a certain bandwidth requirement. For instance, scheduling
messages with deadlines is an important issue in order to take appropriate ac-
tions in real time. However, due to the interference and contention on the
wireless medium, this is a challenging task. The communication abstraction of
the multi-channel oriented topology can help to reduce the delay by increasing
the number of parallel transmissions and help the network to achieve real-time

guarantees.

o Multiple applications running on the same network: With the latest operating sys-
tems for WSNs, it is possible to have multiple applications running on the same
network. This certainly leads to larger amounts of data to be transmitted in the
network and handling the traffic, often with different priority levels, in an en-
ergy efficient way while avoiding collisions and interference becomes a major
issue. Multi-channel communication can be a topic to be researched along with
the proposed multi-chain logical topology for solving the problems that arise

with running multiple applications in the network.
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e Different application protocol design: In this thesis, only three application proto-
cols were discussed. Various other application protocols can be designed using
the proposed logical topology, and its communication abstraction. According
to|Pinto et al.|[2006], maximum efficiency can be reached when the communica-
tion specification is entered at high levels of abstraction, and the design process
optimizes the implementation from this specification. As the proposed topology
removes the burden of communication, replacing flooding or multicast by uni-
cast, any protocol that is designed carefully with the proposed logical topology

would result in high performances.
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