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Abstract

This thesis studies data broadcasting for wireless dsgabéts main objective is to
ameliorate the performance of database queries inedessrbroadcast environment.
Specifically, it is concerned with optimisingiery access timelient tuning timeand

power consumptiowhen obtaining on air broadcast database items.

Query access time refers to the response time frerirtie a query is issued until the
time that query results are received. In this thesisetlhod to minimise query access
time for retrieving broadcast database items is predef@ptimisation is achieved by:
(i) determining the optimum number of broadcast chanaeld,(ii) formulating data
broadcast ordering and scheduling schemes. Modificatiortbeste schemes with

replication and the effect on performances are aistiest.

In wireless computing, it is necessary to ensure powasarvation of the clients
through the reduction of client tuning time which alsalidates its energy
consumption. In light of this issue, this thesis presemntex broadcasting schemes for
a multiple channel environment, which have the gbilib provide accurate

information for a client to tune in at the appropriabee for the required data. As a



result, mobile clients are able to conserve energgvayching into power saving
mode or doze mode and back to active mode when the ddiaus to be broadcast.
These schemes are classified into two categoriesd basethe type of queries
involved, namely: indexing strategies for both TradaloQueries, and Location-

Dependent Queries. Their performance is also presentkd ihesis.

A hybrid model combining the models for optimising quergeass time, tuning time
and power consumption is presented. The combined modeseapsehe broadcast-
based information system that can be utilised by ®sseltelecommunication
providers to offer scalable, effective and efficientadroadcast delivery services to
mobile clients. The prototype system has been budtrieal wireless environment and
it is used to represent an experimental test bed ofcoimebined model and to
measure and study the effectiveness and efficiencyeafdhemes. The evaluation of
this model includes a comparison with conventional els ag existing schemes. The
performance results suggest the superiority of this medelvery aspect of the
evaluation. The prototype system is also used to valitlateimulation results and to
ensure the correctness of simulations when larger pé&easnare applied. The
outcome of this investigation can be employed for dabadrast delivery services
which are tailored to serve traditional as well astmn dependent queries to mobile

clients.
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Chapter 1

| ntroduction

1.1 Background

In recent years, the use of wireless technology deviwes been growing at an
exponential rate. According to an analysis, by 2006 thdfede over 760 million
mobile users connected to the Internet and over li@nbilisers by 2007 (Drews et
al, 2003). Most people are now able to access informatistems located in wired
networks anywhere and anytime using portable size w#et®mputing devices
powered by batteries (e.g. notebooks, tablet PCs, mdrdmital assistants (PDAS)
and GPRS-enabled cellular phones). These portable cogulgiices communicate
with a central stationary server via a wirelesshdeaand become the integrated part
of the existing distributed computing environment. Subsetyenbbile clients can
have access to database information systems locatbd static network while they

are travelling and this type of computing is knownnasbile computingBarbara,



1999; Myers and Beigl, 2003). Mobile computing providiedabase applications
with useful aspects of wireless technology, and a sulfsetobile computing that
focuses on querying central database servers is refesred mobile databases

(Barbara, 1999; Malladi, et al 2002).

Mobile service providers are establishing a numbenfofmation services including
weather information or weather forecast servicesysy stock indices information,
foreign exchange, election results, tourist servicedinea schedules, location-
dependent query, and route guidance, to name a few (http:/mapforum.org/). In
order to realise the potential of wireless informatservices, a number of issues and
challenges need to be addressed including mobile data marag@arbara, 1999),
cache management (Barbara and Imielinski, 1994), wirglesgork infrastructure
(Bria et al, 2001), location-dependent data management €lL.ed; 2002), power
management issuesStan, and Skadron, 2003) and data broadcasting issues

(Imielinski, Viswanathan and Badrinath, 1994).

Queries in a mobile environment can be classified imaditional queries, and
location-dependent queries. Traditional queries are thosgesgubat we normally
invoke in traditional database systems on a non-wse@mmunication network
environment. The only difference is that now theserigaeand their results are
transmitted over a wireless communication network. e\@x, queries on wireless
database systems have much more variety, somethinch vddes not exist in
traditional non-wireless databases, such as locatiperdient queries. A query such
as retrieving local tourist attractions considers uber’s location, whereas a query

such as retrieving taxis within a radius of 5km deals wikbving objects. It is



realized that location-dependent queries will soon becoommon and of great

interest. Consequently, providing efficient and effectivebile information services

that cover both traditional queries and location-dependerties will be highly

desirable.

Despite the complexity involved in processing the molgjigeries, a mobile

computing environment also possesses several noveloteastics, which make it

more challenging than a traditional distributed systdimese characteristics include:

Resource constrained mobile devic&s provide better portability and improve
attractiveness, mobile devices are becoming smailiérlighter. However, such
designs usually involve some trade-offs including low Ipattéfe, low
computational power and smaller storage capacity. Eslyegidi battery power,
the life expectancy of a battery (e.g. nickel-cadmiutimium ion) was estimated
to increase the time of effective use by only anolaés in several years to come
(Paulson, 2003). Furthermore, it should be noted that warelata transmission
requires a greater amount of power or up to 10 times as pmwhr as the
reception operation (Zaslavsky and Tari, 1998 ; Xu et al, 2002).

Low network bandwidthMobile clients can connect to the fixed network via
various wireless communication networks including wireleslio, wireless Local
Area Network (LAN), wireless cellular, satellite, etEach of the wireless
networks provides a different bandwidth capacity. Ewav, this wireless
bandwidth is too small compared with a fixed network sash ATM
(Asynchronous Transfer Mode) that can provide speeds ofoup55Mbps

(Elmasri and Navathe, 2003). Designing a high network utdmadata access



method to provide an acceptable response time beconm@partant issue in the
mobile computing literature.

Asymmetric communication codthe different bandwidth capacity between the
downstream communication and upstream communication feadéed a new
environment calledsymmetric Communicatidanvironment In fact, there are
two situations that can lead to communication asymn{éicharya, et al, 1995).
One is due to the capability of physical devices. Fanmgle, servers have
powerful broadcast transmitters, while mobile cliehtsse little transmission
capabilty. The other is due to the patterns of inftrom flow in the
applications. For instance, in a situation where timaber of servers is far fewer
than the number of clients, it is asymmetric becdheee is not enough capacity
to handle simultaneous requests from multiple clients.

Heterogeneity of mobile deviceMobile telecommunication industries have
developed a large variety of mobile devices such as Laptdablet PC,
Handheld PCs, Pocket PC, and Mobile Phones. Howewese timobile devices
have also various features and capabilties such as tigeraystem,
computational power, display and network capability. Congtylethis
heterogeneity raises some challenges in content maweatj@and content delivery
to the mobile service providers.

Mobility:  Wireless technology enables mobile users to maoeelyf and
independently from one place to another. A service Haondours when a user
moves from one network service area into anotheis léssential to ensure

service handoffs seamlessly and transparently to #rs.us



* Frequent DisconnectionsMobile users are frequently disconnected from the
network. This may be due to several reasons includinglsfgilures, empty
network coverage, and power saving. The later reas@aa\antageous since
active mode requires thousand times more power than dopeveer saving
mode ((Imielinski, Viswanathan and Badrinath, 1994).). el&gs radio signals
may also be weakened due to the client’s further distiaooethe base station or

the speed at which the client is moving.

In light of the complexity of query processing, as weltlae retained characteristics
of a mobile environment, it is essential to haveetiactive data delivery mechanism

that is able to manage all of the above issues.

1.2 Motivation

The processing of queries in a mobile environment eagelmerally classified into: (i)

on-demand queries, and (ii) broadcast-based queries. Ondiearies are those
where the client initiates the query and sends the cuetire server. The server
processes the query, and sends the result back to tite Blieadcast-based queries
are when the server broadcasts the data instanceslipalty through one or more

broadcast channels. Mobile clients capture and seléztitdens that are of interest to
them or to this query (Acharya, et al, 19%&r-Noy , Naor , and Schieber2000

;Imielinski, Viswanathan, and Badrinath, 1997).

With broadcast-based queries, a mobile client is abketrieve information without
wasting power to transmit a request to the server. rQtharacteristics include

scalability as it supports a large number of queries; quenfprmance is not affected



by the number of users in a cell or the request raikjtas effective despite a high

degree of overlap in the user’s request.

The behaviour of the broadcast-based information systeunidirectional which
means the server disseminates a set of data perigdaallmultiple number of users.
With this mechanism, the requests from the clierésnat knowra priori. However,
this mechanisntan be exploited to overcome the resource limitatiorg mobile

environment, as follows:

» Power preservation Wireless transmission usually requires approximately 10
times the amount of power as compared with the recepperation (Zaslavsky
and Tari, 1998). Hence, with broadcast-based systems, mmmsumption can
be substantially conserved since mobile clients danaetl to explicitly send data
requests to information servers, but need only tonligte the relevant data
broadcast channel and retrieve the desired data items.

» Scalability Broadcast-based systems support a large number of qaeddbe
guery performance is not affected by the number of usexscell as well as the
request rate. Moreover, it is effective to a high degreeverlap in the user’s
request.

» High bandwidth utilizationThis can be achieved since data broadcasting can be
obtained by a multiple numbers of mobile clients inngle transmission on the
broadcast channel. Moreover, as a mobile environniaoes asymmetric
communication costs, the utilisation of a downstreamdividth to disseminate

information without usage of the upstream one is of gntatest.



» Cost efficiency As a wireless communication system essentialy eppa
broadcast component to deliver data services, a brdaoksed information

system can be implemented without introducing extra @aset al , 2002).

Additionally, with a broadcast-based information systetime mobile devices’
heterogeneity issue can be eased considering thatsdiemtnot necessarily required
to establish permanent connection with the servenguriierying and have the right
application to listen to the relevant broadcast cHariités case is similar to the radio
and television industry where consumers are required lextsenly the desired
channel. When clients are disconnected from the m&tworing query processing,
they can simply repeat the process when they recomiéaiut worrying about the
large amount of power consumption required to send the relaelstto the server
as is the case with the traditional client-server iegfpbn. Therefore, data
broadcasting is a very promising mechanism for infoionatielivery services in a

mobile environment.

However, the main problem with broadcast servicgbds the performance of data
broadcast degrades as the number of data items being dsbambreases. This thesis
is mainly concerned with this issue and proposes tecksiqne algorithms to

ameliorate the performance of retrieving databasesitener multiple broadcast
channels environment. Note that multiple-channelg@mment is of importance due
to the following reasons (Prabhara, Hua, and Oh, 2000e;a"el Navathe, 2003;

Huang and Chen, 2004):

» Application Scalability Considering an application that is running on the serve

and needs to be scaled to support a very large numbeéerdagcln this situation,



additional physical channels will be required. If thesmnmels are in non-
contiguous frequencies, they need to be treated as semduateels when

broadcasting data items.

Fault tolerance Considering a station that has more than one semitér a
transmission capabilty and those servers broadcast whatdifferent non-
contiguous frequencies in the same cell. If one sesvdown, the frequency can

be allocated to the other server.

Heterogenous clients Mobile devices are manufactured by many mobile
telecommunication industries. Consequently, these malsldces have also
various features and capabilties including heterogenous mooioation
capabilities, thereby precluding the possibility of hgvia single high-speed
transmission channel.

Reconfiguration of adjoining cellsConsidering when there are two adjacent
cells whose servers transmit in different frequenagea. At some point it is
decided to merge the two cells and use one of the twerseto serve the new
cell. In this case, the frequency range of the otbaeres should be migrated and
added to the residual server; consequently, the residuarsgets multiple

physical channels.

Network Standard Many network standards including FDMA-based systems
partition the network bandwidth into several physicarttels while individual
mobile clients are designed to listen to at most onsigdd channel at a time.
Consequently, in such network environment, multiple phystannels (even

with contiguous frequency) cannot be merged into one sitgienel.



1.3 Objectives of thisThesis

Although the emergence of wireless technology has wy permising market, the
mobile database is facing a number of resource comtstran particular: restricted
battery life, bandwidth, computational power and smallerage. Consequently, the
need to use power efficiently and effectively is a @lissue. Moreover, it is realized
that most applications in a mobile environment ingolead operation rather than
write operation (Huang, Sistla and Wolfson, 1994), theeefiiris of utmost
important to achieve high performance (latency timdjilevminimizing power

consumption.

Wireless broadcasting technology has been applied forddeca the radio and

television industries and it is very effective in capiwith a massive number of
clients. However, due to the sequential access of basadi@ta items in a mobile
environment, the increasing number of broadcast it@mses mobile clients to wait
for a substantial amount of time before receiving ddsitata item. Consequently, the

advantages of broadcast strategy will be diminished.

Three factors need to be considered to address theoissamserving battery power

and maintaining short access latency and they are:

» Access timeElapse time from the time a request is initiated w@iititlata items
of interest are received.

 Tuning time Amount of time spent by the client to listen foretllesired
broadcast data item(s). Tuning time comprises of twdasioactive and doze

mode. Active mode is when the client listens todiv@nnel for the desired data
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item, hence, costly to power consumption, while dozelenis when clients
simply turned into a power saving mode.

* Power ConsumptiarAmount of battery power required during query operation
to fitter out the desired data items on air. Generdliy amount of power

consumption is directly related to the tuning time.

The main objective of this research is to investigate novel data braddca
management schemes. The proposed schemes are designiednise the above
three factors: access time, tuning time and power cqrtsumof mobile clients when

guerying data items on air considering multiple broadcasirels environment.

Specifically, this thesis will investigate a modeldbtain an optimum solution for
broadcast channels, taking into consideration the nuoftgrannels, number of data
items requested, data ordering and replication, index stasctand data/index
channel composition. The model is fundamental for opingi access and tuning

times, which will make a significant impact to powensomption.

1.4 Scope of the Research

A broadcast-based information system is illustrateBigure 1.1. It shows how the
data broadcast mechanism works in a wireless envinanmeserver which is located
in a fixed wired network retrieves database items fdata repository. These data
items are disseminated over broadcast channel at regielarals by a transmitter. A
complete broadcast file is referred to as a broadgat. dPrior to disseminating the

broadcast file, a server is able to perform a numberaressing functions including
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broadcast scheduling, determine the broadcast channdioaddieleting, and re-

ordering of broadcast data items, and constructing thessaiy index structure.

The scope of this research falls within the data dwast management stage as
identified in Figure 1.1. Data broadcast management schenhtbe server side are
proposed. These schemes are concerned with strategiebvey broadcast services
in such a way that the client is able to receiveises by optimising the access time,
tuning time and power consumption. Subsequently, these sshdatermine how
clients should retrieve and process the data broadeast @n air. The result of this
investigation can be utilised by wireless telecommuiaingorovider to offer scalable,
effective and efficient data broadcast delivery sesvicemobile clients. In this thesis,
the term mobile client, mobile computer, mobile umigbile user and client are used

interchangeably.

Retrieve database ﬁ\
- items { T |
_________________ L

................ N B i o o Y o O
Required databas Server EI'D {:I\
items , ] Broadcast Channel LJ
= jmf

Booo@
N
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: the channel | | desired data ;

Data Broadcast

R
Management |ﬁ| ~/ } Mobile
Y ‘ Clients
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Figure 1.1. Thesis framework
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1.5 Contributionsof this Thesis

The specific contributions of this thesis are listeglotw, and the relationships
between the contributions and the research scopesahdsis are shown in Figure
1.2. These contributions correspond to the three fact®mescribed earlier, which

are: minimising query access time, client’s tuning tand power consumption.

— T

Determining Optimum
Number of Broadcast

Channels A. Minimising
./ Query Access Time
YN

Formulating Data
Broadcast Ordering and
Scheduling Schemes

Query Taxonomy
Optimisation and - J

and Processing

Index Broadcasting

Schemes B. Minimising Tuning

Time and Power

« Traditional Queries Consumption

« Location-Dependent
Queries

Figure 1.2. Thesis contributions

. Query Taxonomy, Optimisation and Processing

A comprehensive taxonomy and a classification of goetymisation and processing
in a mobile database environment are provided. A corapsife study of mobile
gueries gives not only an understanding of mobile usewtoehaut also a direction
for query processing and optimization. The main aim ob syuery taxonomy is to
define a framework for mobile query optimization. In ahite environment, it is
necessary to take into account other aspects of typbitluding the location of the

mobile clients and their movements. These queriestlar location-dependent,
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where the location of a mobile client becomes arpater of the query. This issue

expands considerably the complexity of query processingresneints.

. Determining Optimum Number of Data Broadcast Channels

Traditionally, in broadcasting technique, the sets oflude items are periodically
broadcast to multiple clients over a single or multigianmels. The broadcast of
database items over multiple channels, an algorithfintothe optimal number of
broadcast channels in a particular point in time deperainge number of users in a
cell, and query access patterns will be studied. This emilble us to determine

optimum channel allocation to broadcast a set of tieasi

. Formulating Data Broadcast Ordering and Scheduling Schemes

A broadcast scheduling and ordering scheme for multi-breadchannels is
proposed. The proposed scheme is designed to keep the questeel data items
close to each other in the channel. The broadcagramowith replication and
without replicationis considered. A broadcast program with replicationesponds
to the case where the data items appear with diffdregtiencies. Generally, the
most popular data items will be broadcast more oftem dtlaers. On the other hand,
a broadcast program is without replication when all datas are broadcast with

equal frequencies or uniform frequencies.

. Index Broadcasting Schemes

Index broadcasting schemes are classified into twaycees based on the type of
gueries involved namely Traditional Queries, and Locaflependent Queries.

Various indexing schemes for Traditional Queries aregpted including the Global

Indexing scheme for a multi-broadcast channels envieotinwith the objective of
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minimising clients’ tuning time and power consumption &nilaintaining a minimum

query access time.

As mobility is one of the unique characteristics @figeless environment, the kind of
information requested is generally location-dependent; ithathe mobile client’s
location is relevant to the information requestedheribhformation requested is based
on a particular location (Lee et al, 2002). This requegtiierally known as location-
dependent queries, and such services can be takzdion Dependent Information
ServicesThe proposed indexing scheme for answering traditionaieguis modified
to serve location-dependent queries in mobile broadcagiroement and its

performance is analysed.

1.6 ThesisOrganization

The thesis is organized into 6 Chapters. The intetiwakhips between the chapters
are depicted in Figure 1.3. Chapter 2 describes a taxonomguferies and its
optimisation and processing of data management in mebionment. EXisting
works on mobile data management are discussed in thechd his chapter also
highlights the query types to be dealt with in this theMoreover, this chapter
outlines the achievements of the conventional methobigadcast data management

schemes, and more importantly highlight the problemsiwt@main to be explored.

The main body of this thesis, which addresses perfarenamelioration issues
summarised in Chapter 2, is divided into two paidsoftimising query access time

and (i) optimising tuning time and power consumpti®he solution to this first part
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is discussed in Chapter 3 and the second part is preser@dapter 4 and a hybrid

model is provided in Chapter 5.

Ch.2
Query Taxonomy,
S TTTTTTTTTmmmommoe—ooooeooooooooooooooo Optimisation and ~ |------=====------===mo-oommoomooeoooe -

Processing in Mobile
Database Environment

————————————————————————————————————————————————————————————————————————————————————————
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— < : R — R /

Index Broadcasting Schemes :
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Broadcast and
Ordering Schemes

Optimum Number
of Broadcast
Channels

Determining
Traditional Queries

Location-Dependent Queries !

Performance Evaluation Performance Evaluation

i Ch.5
i Hybrid Model

Ch.6
Conclusions and

Future Directions

Figure 1.3. Thesis structure

Chapter 3 comprises of two parts: (i) Determining thenapnh number of broadcast
channels in which analytical models for calculatingcess time of information

services over broadcast channel are provided. Sireetican normally perform a
traditional client-server application by sending the retjue the server over on-
demand channel, the analytical models of this scheenalso presented. It performs
a comparative analysis between the two models foimising queries access time.
The query access time over on-demand channel is studaetéomine the optimum

number of database items to be broadcast in a chamake(ji) formulating broadcast

ordering and scheduling algorithms. These algorithms arignees for a multi-
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broadcast channel environment. Two algorithms are lojged. One algorithm is

concerned with broadcast prograrth replicationand the othewithout replication

A broadcast program with replication corresponds to #se evhere the data items
appear with different frequencies. On the other handpadgast program without

replication is when all data items are broadcast wi@hbal frequencies or uniform
frequencies. A broadcast program without replicationse ahblled a flat broadcast

program.

Chapter 4 studies various broadcast indexing schemes ingltiten Global index
scheme for multiple broadcast channels environmetie structure and mechanism
of each scheme is presented and described thoroughlinddseng scheme provides
accurate information for a client to tune in at tipprapriate time for the required
data item (Lee, Leong and Si, 2002). Furthermore, theaGinbexing scheme is
extended and modified to accommodate location-dependent gjuarienobile
broadcast environment. A complex index structure and quenessing for location-

dependent queries is also outlined in this chapter.

Chapter 5 presents a combined model of the previous tamtens forming a single
broadcast system. This model is applied to a prototypersythat has been built in a
real wireless environment. The prototype system id ts@epresent an experimental
test bed for the overall proposed data broadcast managemeemes and to

measure and study the effectiveness and efficiencyeafdhemes.

Throughout this thesis, a validation of the quantitaéimalysis, the simulation model

and the prototype system are provided to analyse therparice of the proposed
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data broadcast management schemes. A quantitativeisnglysed to describe the
behaviour of each proposed model by means of cost egsiatoid to perform
guantitative analysis between different models. Comparaind sensitivity analyses
are performed by simulation and the results are preseritee. experimental
performance evaluation is carried out by implementingotio@osed models on a real
set of wireless environment, whereas the simulapenformance evaluation is
implemented in a simulation program in which the valuésseveral systems
parameters are varied for sensitivity analysis. \igryhe systems parameters in the
real wireless environment is more difficult, due to tmaracteristics of the system
structure. However, a further experimental model is \dduan demonstrating the

reliability of the simulation model.

Chapter 6 gives a summary of the results achieved amgightiinto future work.



Chapter 2

Query Taxonomy, Optimization and
Processing in the Mobile Database
Environment

2.1 Introduction

The development of wireless technology has lechtdile computinga new era in
data communication and processing (Barbara, 1999; Myers aigl, 2003;
Imielinski and Viswanathan, 1994; Imielinski and Badrinall®94). With this
technology, people can now access information any @am& anywhere using a
portable size wireless computer powered by battery Palgitops and PDAS). These
portable computers communicate with a central statjosarver via a wireless
channel. Mobile computing providetatabase applicationsvith useful aspects of
wireless technology, and a subset of mobile computingftltaises on query to a
central database server is referred as mobile dataBaebara, 1999; Malladi and

Davis, 2002).
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This chapter presentpuery taxonomy, optimization and processing in the mobile
database environmenThere are two major parts of review in this chapted they
are classified into: (i) query taxonomy and (ii) queryimjation and processing in

the mobile database environment.

The inherent characteristics of the mobile envirentnpas indicated earlier in Chapter
1, have a direct impact on data management in the nudigdase environment and
present a number of research challenges. Some queriashite databases have
unique characteristics. These characteristics maiidg &#om the aspect of mobility,

including the location of the mobile clients and thmmvements. These queries are
then location dependent, where the location of a malliént becomes a parameter
of the query. This issue expands considerably the corplekiquery processing

requirements.

The subsequent sections of this chapter are organiZedioass (see Figure 2.1). A
preliminary section which provides a general overvieW wireless networks
architecture will be presented in Section 2.2. Se@i8nprovides a framework of
gueries involved in mobile databases. Query optimizatimh processing schemes in
mobile data management environment are then presentedlassified in Section
2.4. These schemes are derived from existing works infitkte Subsequently,
Section 2.5 of this chapter outlines the achievemetiseoconventional methods in
broadcast data management schemes, and more impotighilght the problems
which remain outstanding. By the end of the chaptererti® 2.6, it will highlight

the query types to be dealt with within this thesis.
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2.2
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2.3
Query Taxonomy in
Mobile Database
Environment

v
2.4 N

Query Optimization and
Processing in Mobile
Database Environmen

v

2.5
Discussion

v

2.6
Data Broadcast
Management Framework

!

2.7
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Figure 2.1. Outline of this Chapter

2.2 Preliminaries

Wireless architecture is fundamentally different froime twired environment.
Consequently, the type of queries, query processing mecizarss well as
communication technology, also differ accordingly. VWéssl networking
infrastructure provides ubiquitous wireless communicatiorer@ge. This coverage
will assist mobile users to have access to netwoskurees via a different type of
communication media and independent from the locationthef user or the

information being accessed.

In general, each mobile user communicates with a Edkése Station (MBS) in
order to carry out any activities such as transadaiuh information retrieval. MBS

has a wireless interface to establish communicatidm mobile clients and it serves a
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large number of mobile users in a specific region caldtl In a mobile computing

environment, each MBS is connected to a fixed netvasrilustrated in Figure 2.2.

Mobile clients can move between cells while beinivacand the intercell movement
is known as a handoff process (Imielinski and Badrint®94; Trivedi, Dharmaraja
and Ma, 2002). Each client in a cell can connect tofixeel network via wireless
radio, wireless Local Area Network (LAN), wirelesdldar, or satellite. Each of the
wireless networks provides a different bandwidth cdpaci However, this
wireless bandwidth is too small compared with the fixetwork such as ATM
(Asynchronous Transfer Mode) that can provide speed ob ufb5Mbps (Elmasri

and Navathe, 2003).
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Figure 2.2. Mobile computing environment
2.2.1 Wireless Communication Networ ks
In a mobile environment, wireless communication me#s are required to connect

to the stationary host and establish communicatidh thie central database server.

A variety of wireless communication networks is ddsamtiin detail as follows:
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e Cdlular Network

Cellular network evolves from generation to generatidhe first generation of
cellular network (1G) is based on analog technology. viiee is transmitted using
Frequency Modulation (FM). This technology includes Advamtebile Phone
System (AMPS), Total Access Communication SystemG$A and Nordic Mobile
Telephone (NMT). It typically provides a considerablwIdata rate, which is from

1.2 to 9.6 Kbps (Pitoura, and Samaras, 1998).

The second generation (2G) includes Time Division Multddeess (TDMA), and
Code Division Multiple Access (CDMA), Global System fdobile Communications
(GSM), and Personal Digital Cellular (PDC). The traission rate ranges from 9-14

Kbps (Pitoura, and Samaras, 1998).

The second and a half generation (2.5 G) enhancesdbedsgeneration to provide
a better transition to the third generation (3G). Sofnthese generations are High
Speed Circuit-Switched Data (HSCSD), General Packet Featidces (GPRS), and
Enhanced Data Rates for Global Evolution (EDGE). fraesmission rates of these
three technologies are up to 38.4 Kbps, 144Kbps, and 384Kbps,cotvely

(Sharma, 2001).

The third technology (3G) provides transmission rates) ft 44 Kbps to 2000 Kbps.
Examples of this generation are the Universal Mobdégecommunication System
(UMTS), the Code Division Multiple Access 2000, and the NODG@CoMo of Japan

(Sharma, 2001).
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The fourth generation (4G) has not yet been releasadpiomises to provide

transmission ranging from 10Mbps to 150Mbps (Sharma, 2001).
e Radio Network

Radio Network can be classified into two categoriesednPublic Packet Data
Network, and Private Packet Data Network. This typeetdvark only provides data
transmission and utilizes base stations, network obntrentres, and switches
infrastructure for data transmission (Zaslavsky, Ta898). Examples of Public
Packet Data Network include Ericsson’s Enhanced Digitaleds Communication
Systems (EDACS), Motorola’s private DataTac, and ASSRSharma, 2001).
Some data providers who use this technology include Rés@amMotion (RIM),

AT&T Wireless, Verizon, Palm.net, and OmniSKy (Shar2001). The average data

rate for this network is between 4800 bps and 19.2Kbps (Baglavari, 1998).

The Private Packet Data Network is a private organisatr company that
established the network for its own use. One exammecoimpany that established a

private network is Federal Express (Sharma, 2001).
e WirelessLAN Network

Currently, of all the networks, Wireless LAN (WLANsgtwork provides the highest
speed in communication. However, WLANSs is not designesufiport true mobility
but is more concerned with providing a wireless interfac bridge to the wired
networks (Pitoura, and Samaras, 1998). The institute atriel® and Electronics
Engineers (IEEE) 802.11 standard for wireless LANs focusemedium-range but

high data rate applications (Sharma, 2001). IEEE802.11 is dyrtbatdominant
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approach used in providing an Ethernet-like wireless nédngrenvironment
(Vaughan-Nichols, 2002). There are at least three |IEEE802€t%ions of

technology namely IEEE802.11b, IEEE802.11g, and IEEE802.11a.

IEEE 802.11b is currently the most popular version. It usesiblicensed 2.4 GHz
frequency band. The actual data rate is from 2-4 Mbps imdoor environment
(Vaughan-Nichols, 2002) and it is capable of up to threendimmf simultaneous
data transfers. IEEE 802.11g can operate on two optioreaidncies. One is in
2.4 GHz, which is compatible with IEEE 802.11b. The otkeni5GHz frequency
that uses orthogonal frequency division multiplexing (OFDWhich offers up to 54
Mbps. IEEE 802.11a simply utilizes the 5Ghz frequency rangiehvetiso provides
data rate up to 54 Mbps. However, the actual data raigirat office situation is

approximately 20 Mbps (Vaughan-Nichols, 2002).

o Satellite

Satellite technology normally provides long latencydeviange, and high cost.
However, it has a limited quality voice or data (Zaslkgy Tari, 1998). The long
latency is due to the long distance that incorporatepagation delay for data
transmission. Sharma (2001) mentions three categoriesatefiite, in particular:
Geostationary Earth Orbit (GEO) that rotates appratety 22.3 K miles above the
earth with four of its satellites covering Earth irdihg Low Earth Orbit (LEO) that
rotates about 180-1000 miles above Earth and has 50 membensngiing Earth,
and Medium Earth Orbit (MEQO), which rotates ranging frérB5k to 10 K miles

with 12 members around Earth.
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2.2.2 L ocation Positioning Systems

Wireless networks, as indicated earlier, enable mabéats to establish a wireless
connectivity with the central server which is laatin the fixed network.

Subsequently, clients are able to conduct on-line #etvsuch as transaction and
guerying information. Some queries in the mobile enviremt are location-

dependent, which means that the query results are abthamed on the user’s
current location. As mobile users frequently move fame place to another, most of
the time the location information needs to be detethiby the network rather than
being explicitly stated and attached in the queries. dds® is generally known as

location-dependent information services (LDIS).

In location-dependent information services, the pasitid a mobile user can be
determined by using one of the following systems: #atélhsed system, network-
based system, local-based system, and hybrid systeese Tlour systems have

different features and characteristics, which incluaeiccy and reliability factors.

o Satellite-based system

The most well-known and commercially used satellitetprsing system nowadays is
the global positioning system (GPS). The GPS providestitin identifier in a form
of a coordinate tuple (ie. longitude and latitude). Satetiéchnology normally
provides long latency, wide-range, and high cost. Sate#ithnologies have been
widely used to locate the position of moving objectswileer, a satellite signal does
not work well in the indoor situation. Thus, people fimdaternative solution for

indoor location tracking. Satellite technology is algdised for Internet, cable or
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telephone infrastructures especially in the rural ave@ere the installation of such
equipment is cost prohibitive or difficult to reach. Ttype of location positioning

system is also called geometric model (Lee, et al, 2002).

* Network-based system

A network—based system is a positioning system thatadih common
telecommunication network such as a cellular netwottkis 3ystem requires the cell
id of the object in order to locate its position. Beeuracy of this system is between
50 metres to a few kilometers. To improve accuracysitgral positioning

calculation should include a greater number of base s$afide calculation can be
done within the network or within the device itselhidtype of operation is known

as the symbolic location model (Lee, et al, 2002).
e Local-based system

This system relates to a short distance signal triasgm, which is designed for use
in indoor locations in particular. Some of these pitgj@wlude Xerox ParcTab
(Want et al, 1996) and the Cyberguide project (Abowd et al, 187 puilt a
tracking system using infrared technology. Other altema¢chnology employed a
radio frequency transmitter (RF) like the one developeédeatewlett-Packard
Laboratory by AT&T (Asthana et al, 1994) and the Pinggar+field tagging system
(Hull, Neaves and Bedford-Robgrtd 997). A Wireless Local Area Network (WLAN)
technology is included in this system. This type ofaysis also classified as a

symbolic location model (Lee et al, 2002).
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e Hybrid system

A hybrid system integrating both satellite and netwaakeal systems has been made
possible with the innovation of Assisted-GPS (Tsatigatj 2003). With this system,
the GPS receiver is provided with additional data thaemg through a network. The
additional data will enable the GPS receiver to imprgvecessing speed and
accuracy in determining location It can also be usedhfitmor use with a restricted

capability. The hybrid system has been utilized @WKBDI au network in Japan.

2.3 Query Taxonomy in M obile Database Environment

In this section, different types of queries in mobiléablases are classified. Some
gueries exist only in a wireless environment, whike dther can be a common type of
guery in traditional databases. Figure 2.3 depicts the steuofuthis section. As can
be seen from the Figure, queries in a mobile envirohraen classified into two
classes: one is context awareness queries and the istheditional queries in
Database Management Systems (DBMS). Context awareunesies are categorized

into three types, namely; Location-dependent querieste@bdependent queries,

[Traditional Q uerieﬂ
Location-dependent
Mobile Query Queries
Taxonomy
Context Awarenes

A a Context-dependent
Queries Queries

-
e -
Location and Conte)?

and Hybrid queries.

dependent Queries

Figure 2.3. Query taxonomy in a mobile database environment
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Traditional queries are common queries in traditional Database Management
Systems (DBMS). These queries are typical queries tlgtigpare dealing with on a
day-to-day basis in a wired network environment systens type of query explicitly
mentions the required information in the query stateptéwnis, the query result is

based only on the actual query itself.

Examples: (i) A university student wants to retrieve/l@r academic record or
personal details. (i) A traveling sales person inqueibsut product availability,
price, etc. (iii) Travelers require information aboh&e prices, weather information,

airline schedules, and soon.

Other queries in a mobile environment involve somatext awareness information.
The word ‘context’ implies a variety of aspects. Schil al (1994) define the word
context according to three categories namely, computingegt, user context, and
physical context. Computing context relates to compugsgurces such as network
connectivity, bandwidth, printer, and workstations. Usentext is associated with
user's needs, preferences, roles, profile, and alikesi¢hycontext involves

environment issues which include lighting, noise, waffemperature, and humidity.
Chen and Kotz (2000) add another category of context ctiieel context’, which

refers to time of day, week, month, year, etc. gblidunt and Lei (2001) define
context as either an aspect of the physical worldomditions and activities in the
virtual world. It is further described that context imf@tion can either be transient
when the context associates with the environmera point of time, or persistent
when the context involves a history of transientteat. In other words, it can always

be assumed that context relates to who, when, waerdeywhat.



29

Context awarenesgueriescreate a new class of applications in mobile computing.
With context awareness, a mobile device is expecteaiépt constantly to a wide
range of dynamically and continually changing situatidhss important for the
device to be able to aware of the situation, enviemtmand tasks that the mobile
client is currently performing, as well as those thdk be performed in the near
future. The utilization of context information in appdication minimizes the amount

of user involvement in a service by providing relatédrimation.

Knowledge of the context of the query enables the dawigpre-fetch all data that is
highly related and likely to be queried in the near futuvéh this query, the client
initiates only a single request and all related data heillretrieved implicitly. This
technique prevents a client from making multiple request$ tbsult in energy
inefficiency. As an example, let us consider how im finformation about
restaurants in a particular area. The query will reauteirieving information about
restaurants based on the user’s preferences fom|t&liainese or fast food, for
instance, as well as pre-fetching maps, and traffionsather conditions, which may

be queried next.

Most applications have been focusing on location avessemather than context
awareness as a whole. Thus, mobile queries can Isfiethéto location-dependent

gueries, context-dependent queries, and a combinatiorothere

2.3.1 Location-dependent Queries

Location-dependent query is a class of queries that iisged by mobile clients. In

this type of query, the location of the mobile client parameter of the query. The
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value of the location parameter is provided explicitithoy client or implicitly using a
global positioning system (GPS). An example of this qisegytraveler’s information
system that provides information to motorists aboutlsprestaurant, bars and the

like, depending on their current location.

Processing of this query must be based on knowledge aiséres location. For
gueries that require services that are ahead of thentumete location, direction of
motion and speed must of necessity be taken into acc®etent technology
provides a new feature in automobiles, which offersgadional aids as a built-in
feature. In general, each location update generates teot diosts, particularly
transmission cost, which refers to the cost tormféhe server of the new location,
and server processing cost, which corresponds to theotagdating the system
containing the location of the mobile unit. The lematparameter can be in any

vehicles, such as taxis, trucks, and helicopters.

Location-dependent queries can be classified into twegoaies. The first category
is based on user and object types, and the second i drasgliery types. User and
object types represent the state (i.e. still or ng)vef the mobile user when issuing
the query and the searched object. The query types catetains to the state of the
gueries whether continuous or non-continuous queries. Anconis query is very
much different from conventional or non-continuous q@enehich are based on an
instant of the database at some moment in time. iMghquery, clients need to send
a query only once and notification of the updated infolonatwill be sent
automatically as clients move to different regionseSehtwo categories are described

as follows.
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User and Object Types

This section covers the issues and challenges inidnedépendent query based on

user and object types. There are three types of lomedd@pendent query in this

category: () moving user seeking static object/s) fnoving user seeking moving

object/s; andiii) static user seeking moving object/s.

Moving User seeking Static Object/s

This type of query originates from a moving user, andseerched object is
static. Examples of this query are:
Tourists request information about nearby touristaetions, bars, hotels, or
shopping centre while traveling.
A mobile user to obtain traffic conditions while dngi home from his/her
office.
This query may involve certain constraints such asuast wishing to know the
location of any bars within a two-mile range, otdi® that cost less than $50 per
night. The common operators for constrained locatiqgredéent queries can be

found in (Seydim et al, 2001).

The conventional query processing schemes in this agtego be explained as
follows. The location information is found with thelp of a positioning system
(i.e. Satellite-based system). The location detaits atached to the query
whenever the client invokes a query. This informatiay include one or more of
the following: current position, current velocity and remt time. This

information, together with the query, is sent to teever. As such, the location

data is static.
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Client mobility is the most essential property ofieeless environment. However,
as a mobile client is frequently and constantly mo¥iingh one place to another,
the query result may not be valid by the time the restiirns to the user device.
There are two situations when query result becomedidn\rst is when the

guery result is received by a mobile client after mgwut from the area but the
area is still within the same cell. This situatieniliustrated in Figure 2.4. The
second scenario is similar to the first one excegit tifhe mobile client is not only
moving out of the area, but also out of the cell withihich the query was

initiated. Figure 2.5 depicts the multi-cell movement.
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Static User seeking Moving Object/s

This query originates from a stationary user, and thecked object is moving.

Examples of this query are:

Taxi dispatcher to find free taxis in certain region.

Police officer to retrieve those patrolling cars elktsto car number ‘xxx'.

A mobile user to display when the next incoming freastavill arrive at the

location where he/she is standing at.

An army to retrieve friendly helicopters within 10 mailgoattle field context).

Likewise, this type of query may include certain constsasuch as:

- Police officer to prevent motorists entering withimiles of a dangerous
location.

It can be a future query, which includes spatial and terhptemraents, like:

- Traffic controller to retrieve cars that will reach particular intersection
within the next 5 minutes. These cars will be detoured.

- A soldier to find friendly tanks that will enter a giveegion within the next

10 minutes (battle field context).

Common query processing schemes in this scenario cdadoeibed as follows.
A satellite-based positioning system (i.e. GPS) iachied to the moving object.
The object constantly communicates with the seramrd, updates its location in
the central database system. This case is similthietdirst category except that
here the searched object is constantly moving. Toexeby the time the query
result is received by the user, the result has to lmkimeorder to correspond to

the current position of the moving object. Figure 2.6ashthis scenario when
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the object is moving to a different region or area tell. Multiple-cell movement

as illustrated in Figure 2.7 depicts the situation whereséla@ched object is no

longer in the initial cell.
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* Moving User seeking Moving Object/s (Moving USMO)

This type of query originates from moving user, and tlacbed object is also

moving. Examples of this query are:

- A patrolling policeperson to find out how many other plitig officers are in

the same region.

- A flying helicopter requests the time when it will irdept a friendly tank

(battle field context).
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Query processing schemes in this case are similahéosecond category.
However, this time both the user and the searchedtodje constantly moving.
Consequently, it is more difficult to determine a cormeery result since either
the user or the object can easily invalidate the tebigure 2.8 illustrates the
situation where both mobile user and the searchedtadjeanoving out of their
initial region or area but still within a single cellhe multiple-cell movement is

depicted in Figure 2.9.
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Location-dependent queries in a mobile environment arg much centered
around the above three types of queries. The relatedsisglidboecome more

complex when they involve the client’s disconnectidfrequent disconnection is
one of the characteristics of a wireless environntéerefore, it is common for a
mobile client to become disconnected from the netvadtde sending queries due
to signal distortion, the handoff process or limitectdogt power. When such a
situation occurs, the server has to be made awarandfdetermine, the most
appropriate action to take in order to process the queirieefly and accurately

without asking the mobile user to re-send the same query.

Location-dependent query requires location-dependent datatidieclependent
data can be categorized intgtatic location-dependent datand dynamic
location-dependent datétatic location-dependent data relates to the station
object, when the object location is not continuowsdgated in the database (e.g.
restaurant, hotels). Generally, theadving user seeking static objetttpiery
type falls within this category. On the other handhaigic location-dependent
data correspond to a moving object that requires consfafgtte of the object’s
location in the database (e.g. taxis, ambulance, @n ehe mobile users
themselves). Thenioving and static user seeking moving objetigery type

normally corresponds to dynamic location-dependent data.

b. Query Types

Location-dependent queries can also be classified bas#teogquery type namely;

continuous query, and non-continuous query.
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Continuous query

The continuous query includes real-time monitoring of teadibjects. Real-time
monitoring queries are continuous for monitoring purposesa Icontinuous
guery setting, a query is not once-off, meaning that eften the initial query is
answered, the query is still kept by the server. Hencine case where the user
moves into a different location or when new infonmatbecomes available, new
information will then need to be dispatched to the usgample: (i) To request
information about nearby tourist attractions, hotels,shopping centre while
travelling. With this class of query, clients need ¢mds a query only once and
notification of the updated information about nearby igtattractions, hotels, or
shopping centre will be sent automatically as clierdgserto different regions. (i)
To notify mobile clients whenever they are closeatgertain situation such as
dangerous zone or traffic jam by providing some formleftsto them. Figure

2.10 shows an illustration of real-time query monitoring.

Server

4
! New Update)
/ Region  respong

Region 1 --___._______;
G

Figure 2.10. Continuous query

Query Response

In this application, the system must be able to prothéeaccurate query results
and update them in real time whenever mobile clientsresr exit the region

defined by the query. This class of query can be refasgdnge-monitoring
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gueries(Cai and Hua, 2002). The range-monitoring queries are renfimmdhe

system only when the user explicitly ends the query.

* Non-continuous query
The non-continuous location-dependent query is differan fthe continuous
guery as the system does not manage the query, but enlgdition of each
mobile unit in specified regions. This class of query dudshave to specify when
to end the query since the server does not keep the dudrigcation only.
Figure 2.11 illustrates the non-continuous query type. Examgegeve nearby

hospital, police station or petrol station in the area
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Figure 2.11. Non-continuous query

2.3.2 Context-dependent Queries

This type of query requires maintenance of an inteemleisentation of user’'s needs,
preferences, roles, profile, etc. With these parametgpplication will be able to
decide the situation and task that a user is currentlgnoairfg, and adapt to changes
in user needs and roles. This enables a mobile devisettonly retrieve the required
information, but also some other information thatighly relevant (Ebling, et al

2001; Franklin, 2001). Examples: (i) Tourist wants to sestaofi restaurants in a
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town. Rather than retrieving the entire list of aesants, the query retrieves the
restaurants based on the user’s preferences and needassualsine preference,
price, occasion, etc. (i) A business woman wantsheck the closest meeting
schedule. The query retrieves the time as well as #hagois history of the meeting,

people involved, client accounts, meal preferences, extjdata, etc.

2.3.3 Location- and Context-dependent Queries

Location- and context-dependent queries require the systenmaintain all
parameters of context-awareness queries including locpticameter. Examples: (i)
A traveler wants to find restaurants in the regiort thats his/her taste that are
within 10 minutes of current travel distance; (ii) an@ger wants to check movies in
the nearby cinemas that s/he will like, and whetheanat s/he will be in time for the

show, given travel time and distance.

These queries are very useful for nomadic users simog @nly considers the users’
preferences and needs, but also the location of the Asenore sophisticated

application utilizes a variety of sensors to monite énvironment as well as user’s
actions in order to provide assistance with the tagksgbperformed by the user.
This application requires the ability to process dateasts in real-time, and to
analyze and interpret it precisely. The main issueointext-awareness query is to
accurately analyze the environment and the user’stiate regardless of the source
of the context information. It is a difficult chalige since there is the possibility of
conflicting data, and the need to have efficient praegsto provide a useful

application to the user.
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24 Query Optimization and Processing in Mobile
Database Environment

In mobile databases, queries can be processed mainlg uaio different

mechanisms:i) the on-demand mechanism (or also called pull operatima) {i) the

data broadcasting mechanism (or also called push opé@ratibich is illustrated in

Figure 2.12.
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Figure 2.12. Query processing in mobile databases

The data items are obtained from the data repositaiyeatemote central stationary
server. Data management strategies in the on-demantanwu refer to the
optimization method used at the server side to servenaemand request or a
request that is sent to the server for processing. Iatalcasting strategy relates to
determining a method to disseminate the database itenokie client so that the
response timetuning time and power utilizationof retrieving database items are

minimized.
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Query optimization and processing strategies in mobilabdates are very much
centered around these two most important mechanismghidrnthesis, all query
optimization and processing mechanisms are classifiseldban the type of queries

involved, and they are: (i) traditional queries anddifation-dependent queries.

2.4.1 Traditional Queries

Traditional database queries in a wireless environmenitoncerned with the same
types of queries as those that are generally appliedvined network environment
system. In traditional queries, the query result is ngieddent on the location of
mobile users and so the data involved is not locatigemident data. This query
processing is classified into two categories: (i) onamnmechanism and (i) data
broadcasting mechanism. The data broadcasting mechanfanther classified into
on-demand broadcast and periodic broadcast. The structtine gfiery processing
mechanism for traditional queries in a mobile datalEséronment is shown in

Figure 2.13.

The fundamental concept of the data broadcasting meohdwais been introduced
for some time and applied in different projects, suchedsTExt (Ammar and Wong,
1985; Wong, 1988), and DataCycle (Bowen, et al 1992). These fsrogee
concerned with a fast/fixed network rather than a lesse network. Data
broadcasting offers a number of advantages that canbalsealised in a mobile
environment (Imielinski, Viswanathan and Badrinath, 1994k such, several new
issues need to be addressed that require entirely diffepgmbaches as compared

with wired network environment.
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Query Processing for Traditional Queries
in Mobile Environment

On-demand Data broadcasting
mechanism mechanism

/O\
On-demand Periodic
broadcast broadcast

Figure 2.13. Query processing for traditional queries

2.4.1.1 On-demand M echanism

The on-demand mechanism relates to a traditional p@iptint scheduling scenario,
which is similar to client-server interaction. Atustrated in Figure 2.14, mobile
clients establish a connection with the server avidedicated link or channel. A
request is sent to the server; when necessary, goesecan be placed in a queue.
The server picks the request, processes it, and sendssthieback to the client via

another dedicated channel.

Dedicated Channe

Retrieve !
‘c_iétat_)_ase[t? : Requested /  Requested Da
Server Data Items / Items
___________ . !
Required i
database Server

H
items Queue I Mobile
? ! Clients

Quefy Q@ery

Dedicated Channel

Figure 2.14. The architecture of on-demand mechanism

This scenario is not desirable in a mobile envirommehere resource preservation is

of the utmost importance, as it satisfies only anviddal client. This scenario will



43

show its limitation when it comes to scaling the namiof users or queries.
Therefore, a more scalable and robust paradigm is of mtexrest. Push operation,
which is described in the next section, is designed v@rocome this issue. Push
operation is known as a scalable paradigm, where maentscican be satisfied
simultaneously so that resource utilization is maxichi@éajima et al, 2001; Malladi
and Davis, 2002 ; Aksoy et al, 1999). This pull operation isenapropriate when
privacy is of concern since the data is not direcge&inated but requested through
a dialogue (two-way communication) with the databaseesefia a point-to-point or

dedicated channel.
2.4.1.2 Data Broadcasting M echanism (On-demand Broadcast)

Push-based (On-Demand Broadcast) is where mobile sclestd queries to the
server through a dedicated or point-to-point channel, la@altent monitors to the
broadcast channel to retrieve the query result. In i@shanism, the downlink
channel (or broadcast channel) used to send the qualtyfrem the server is shared
by all clients, which is the opposite of the pull operatwhere the channel is

reserved for an individual client. This operation isvehan Figure 2.15.
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Figure 2.15. The architecture of on-demand broadcast mechanism
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In a wireless environment, the number of requestatied by clients in a cell can be
very large. Thus, it is necessary for the serverpfayaa certain technique in order to
optimize the processing of the request in the serveas Jdttion studies different

strategies that enable the server to optimize theepsirgy of queries.

Two types of algorithms are used in a wireless enviestirfor this purpose, namely,
the push-based and the disk scheduling algorithms. The pusth-lsakeduling
algorithm is utilized to determine how queries are toseeved efficiently in the
server, considering a number of factors such as tig¢hlex the query, the wait time
and the popularity of the items. Disk scheduling is reladedow data is placed on

the disk so that it improves the query response time.

Push-based scheduling algorithms includ@n algorithm, MAX, and exhaustive
RxW algorithm (Aksoy and Franklin, 1998; Acharya and MuthukrishrE@08;
Triantafillou, Harpantidou and Paterakis, 2001). R¥V scheduling algorithm is
based on the product of the number of outstanding Requ®stad the wait time
(W) of the oldest outstanding request for all data itentkarbroadcast server queue
(Aksoy and Franklin, 1998). The data item with the highestyct value is chosen
for broadcast. This mechanism provides a balancemesdtbetween hot and cold
items since the highest product value is derived fronerttie popularity of the data
item, which creates a higR-value, or the longest outstanding requ&ét MAX is a
scheduling algorithm for data requests of different sizéxhdrya and
Muthukrishnan, 1998). It introduces an alternative to teparse time of a request
metric or stretch of a request, which is considered geod alternative for varying

data size. Acharya and Muthukrishnan, (1998) also presentedcriteria for
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optimizing the worst-case stretch of each request. edmaustiveRxW algorithm
involves a clustering strategy to group a set of requbatsréquire the same set of
data items and theRxW algorithm is then applied (Triantafillou, Harpantidou and
Paterakis, 2001). However, the algorithm assumes a fixgdhldor all data items,
and mobile clients need to continuously listen to thanoel after the request has
been sent to the server in order to eliminate tlaad of transmission error. A disk
scheduling algorithm, such as tB8el OOK algorithm, processes each request in the
cylinder position on the disk, which has been sortedigqusly in an ascending order

(Worthington, Ganger and Patt, 1994).

The possibility of a joint algorithm comprising of teghaustiveRx\W algorithm and
the C-LOOK algorithm has also been investigated and analyzed iant@fillou,
Harpantidou and Paterakis (2001). This joint algorithm ssdlad into two schemes:
one combines separate push based and disk scheduling algpritien other
amalgamates push-based and disk scheduling algorithms imgleagperation. The

details of the joint algorithm are as follows:

a. Combining separate push based and disk scheduling algorithms

Two algorithms under this category are: (a) The AdoBeriahm and (b) The Flush
algorithm. AdoRe algorithm incorporates tReW scheduling algorithm and the disk
scheduling algorithm with the designed mechanism, whie Fush algorithm

employs a first come, first served approach followethbyC-LOOK algorithm.

e The AdoRe algorithm: Active Disk on Requests
This algorithm sends a number of requekisffom the broadcast server queue

to the disk scheduler queue for processing. This is done thketisk becomes
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idle. In a situation where the number of requests intiftzmdcast server is
greater tharK, the R¥W algorithm is applied and a group Kfrequests with the
highest RXW value is transmitted to the disk queue. The advantagei®of th
algorithm is the ability to keep the disk system highifizetd while improving
the efficiency. The efficiency is achieved by reducihg average disk service
time based on forwarding a batch of requests to be medeBor instance,@
LOOK algorithm will take less time to serve a batch gjuests likek = 20 than
will the running of theR>\W algorithm 20 times to pick up one request at a time
and forward it to the disk. In the case of the numbeeqtiests being less than
K, the AdoRealgorithm picks one request after another to the diskdsdér

queue.

e The FLUSH algorithm

This algorithm is not concerned with the number of retpié the broadcast
server queue. All requests in the broadcast serverusfeetl to the disk server
straight after the disk completes the processing ofgdesmequest. When there
are more than one request, they are queued in the C-L@@K list.

Subsequently, the C-LOOK algorithm is applied to procesh ezquest in the

disk queue.

b. Amalgamating push based and disk scheduling algorithms
Two algorithms fall into this category namely, the €t algorithm, and the RxXW/S

algorithm.
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The Oweist algorithm: Optimal Weighted Service Time

As in theAdoRealgorithm, a parametét is used for the formation of groups
of requests. Whenever the disk becomes Idler fewer requests are picked
out from the broadcast queue and transmitted to the disk gdewaever,
this algorithm does not consider the use ofRxV algorithm, but rather, it
incorporates a new mechanism to form a groufK sequests or less. The
algorithm maintains a graph &frequests. The edge connecting two requests
ri and r; is associated withRxS. R corresponding to the number of
requests in the broadcast queue for ifeamd § denotes the disk access cost
to access item In this case, it is assumed that iténs the previous item
retrieved from the disk queue. A number of factors arentak® account
when calculating the disk access cost. These factoltgde the search time
from the cylinder of item to the cylinder of iten), the access item to find the
desired iten] once the disk head is gis cylinder, and the time to retrieve
item j from the disk. This algorithm calculates all possiblepgations for
the K requests and picks the optimal permutation that providesntadlest
total weighted cost. It is noted that whiénequals 1 Oweistis identical to

AdoRewith the samé.

The RXW/S algorithm

This algorithm combines the push based scheduling algofiRhaV) and disk
service time §). It is not concerned with grouping requests because request

from the broadcast server are sent to the disk seneat a time. When the
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disk is idle, theRxAW/Salgorithm is executed to find the request that obtains a

highest value of theRi;—W to be transmitted to the disk server for processing.

A multiple query optimization scheme for on-demand broddeas been investigated
by Malladi (2002). In this scheme, the queries are prodeasse group and common
expressions among queries are analyzed. Subsequentligwt dahe result to be

broadcast only once. The mechanism of this schea fsllows: mobile clients send
a query to the server; the server places the querythenalients in the queue; the
requests are collected in a group based on a given querwiirdew; the server

processes and evaluates each query according to commassaps; the server
retrieves the data from the data repository; the mahént is sent information about
when and for how long to listen to the channel andiinbthe result; the server
broadcasts the result via the broadcast channel; anthabile client tunes into the
channel at a predetermined time. It was claimed thatsttiheme would improve the

guery performance by reducing waiting time as well as battkwitilization.

The drawback of on-demand broadcast is the increasendinidth when the client
sends the request to the server. The query performaonsenshelmed by multiple
client requests. The congested channel and server queusevergly affect the
guery performance and power consumption of mobile clidiits.periodic broadcast
mechanism in the next category prevents the possilmlit congested channel
bandwidth and server queue, which is caused by an indretts& number of clients,

and request arrival rate.
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2.4.1.3 Data Broadcasting M echanism (Periodic Broadcast)

As llustrated in Figure 2.16Push operation (periodic broadcastefers to
periodically broadcasting database items to an unboundedenwhitlients in the
cell through one or more broadcast channels and alowebile client to capture

and select data items for the data in which it is@sed.
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Figure 2.16. The architecture of the periodic broadcast mechanism

Access to data is sequential as clients need to waihédesired data to arrive on
the broadcast channel (Imiliensky, Viswanathan and iBattl; 1997). The behavior
of the broadcast channel is unidirectional which mehasserver disseminates a set
of data periodically to a multiple number of users. Witis tnechanism, the request
in not known a priori, which is different from on-derdabroadcast. Furthermore,
this mechanism can be utiized to overcome the resolmutations in mobile
databases. In this way, a mobile client is ablestdave information without wasting
power to transmit a request to the server. Other ctaistics include scalability as it

supports a large number of queries; query performance &ffeoted by the number
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of users in a cell as well as the request rate; angl effective even when there is a

high degree of overlap in the user’s request.

The main challenge in periodic broadcast is to minirgizery response time and the
tuning time of retrieving database items. In some ¢cdkesesponse time is equal to
the tuning time. As the data size increases over tiheerequired number of data
items to be broadcast also increases accordingly. Situation may cause some
mobile clients to wait for a substantial amount ofetibefore receiving a desired data
item. Consequently, the advantages of the periodic breadtaategy will be
diminished. Alternatively, they can send a request viatfio-point or dedicated
channel to the server (pull operation). In this cttse server processes the query and
sends the result back to the client. This situatioersdy affects the query response
time and power consumption of mobile clients, as iblves queuing and cannot
scale over the capacity of the server or networkhduld be noted that the term data
item corresponds to database record or tuples, and datargegomtains a set of

data items. A complete broadcast file is referred ta li®adcast cycle.

Data dissemination schemes can be classified intocbt@gories: one ®inimizing
query response timeand the other isninimizing tuning timeThese schemes are

designed while considering the inherent limitations @bile computing environment.

a. Minimizing Query Response Time

There are several periodic broadcasting schemes, wicide: {) Selection of Data
Items to be Broadcastii X Non-Uniform Frequency Distribution of Broadcast Data

Items, (i) Distribution of Data Items over Multiple Channeladgiv) Organization
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of Data items. These schemes aim to minimize theyqesponse time by reducing
either the waiting time for the arrival of the dedirdata, or both waiting and

download time in certain cases.

* Selection of Data Items to be Broadcast

A selection mechanism needs to be designed to reduckradlaeicast cycle
length, which eventually reduces the query response bngng each broadcast
cycle, additional items might be qualified as hot and spregiously hot items
might cool down, and therefore need to be replaced depemwlitite size of the
cycle. A replacement algorithm is required to replacecthe data items with the
new hot items. The server determines a set of appteg&abase items to be
broadcast, using information from queries received. Simuteitems are those
accessed by most clients, the access pattern ofckachon the database items
has to be derived from the clients back to the sefierlly, statistics will be

compiled and the desired data items can be broadcast appelypri

There are three replacement algorithms, nanddgan Algorithm, Window
Algorithm,and Exponentially Weighted Moving Avergdg&VMA) Algorithm

(Leong and Si, 1997). These algorithms maintain a scoreaith database item
to estimate the access probability of the next brastdcycle. The scores are
defined by measuring the cumulative access frequencieacbf gatabase item

over the length of the observation period.

Alternatively, alog-time algorithm that is designed based on pazket fair

queuingcan be used to determine a set of appropriate databaseas well as
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the time to broadcast these items (Hameed and Vaidya, 8&8vieed and
Vaidya, 1999). The log-time algorithm is also cale@dlog M) algorithm. Thev
in O (log M) denotes the number of database items in the semdesca(logM)
is used to find the average time required per iteratiorthef scheduling
algorithm. This log-time algorithm can also be utilizedncorporate both single
and multiple channels (Hameed and Vaidya, 1997; Hameed andayai@g§9).
This is also useful for handling a certain factor likeansmission errors on

scheduling.

However, as the size of the database increasesiuthber of broadcast items
may also increase accordingly. This situation wildléa an increase in response
time. The next scheme can be used to improve the respiome of a majority of

requests by manipulating the frequency of hot items tardadcast.

Non-Uniform Frequency Distribution of Broadcast Dataris

The different bandwidth capacity between the downstreammunication and
upstream communication has created a new environmdlat dsymmetric
CommunicatiorEnvironment In fact, there are two situations that can lead to
communication asymmetry (Acharya, et al, 1995). One igaltiee capability of
physical devices. For example, servers have powerfiddoast transmitters,
while mobile clients have little transmission capigbi The other is due to the
patterns of information flow in the application. Faistance, in the situation

where the number of servers is far fewer than thebeunof clients, it is
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asymmetric because there is not enough capacity toehsintiltaneous requests

from multiple clients.

Broadcast Diskis an information system architecture, which utdizaultiple
disks of different sizes and speeds on the broadcast meOnsrarchitecture is
used to address the above situations (Acharya, et al, 19@harya, et al,
1996). The broadcast consists of chunks of data from dhffelisks on the same
broadcast channel. The chunks of each disk are eveailgred. However, the
chunks of the fast disks are broadcast more frequentty ttiea chunks of the
slow disks. This is the opposite offlat broadcastwhere the expected delay
before obtaining an item of interest is the sameafbbroadcasted items. With
differing broadcast frequencies for different items, heins can be broadcast
more often than others. The server is assumed to thevéndication of the
clients’ access patterns so that it can determimeadbast strategy that will give
priority to the hot items. It is designed so that tpheesls of the disk can be

adjusted to the configuration of the broadcast.

Distribution of Data Items over Multiple Channels

An alternative strategy for improving query response tisng distribute the
broadcast data over more than one broadcast chammgdnéral, data items are
broadcast over a single channel with the underlyingmalé that it provides the
same capacity (bit rate/bandwidth) as multiple chanmaeld, it is used to avoid
problems such data broadcast organization and allocafidie having more
than one channel (Imielinski, Viswanathan and Badnind®97). Nevertheless,

the use of single channel will show its limitation emhthere is a very large
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number of data items to be broadcast. Figure 2.17 illusteateexample when a
broadcast cycle is split into two channels. Data stewre broadcast repeatedly

over a single channel, but none is broadcast over thareone channel.

The allocation of broadcast cycle into multiple numbafréroadcast channels
will reduce the chance of long delay before obtainimgdésired data items. As a
simple example, assume the size of the each data igebsbytes. Consider a
mobile client who wants to retrieve data item #8. Toowing two cases
analyze the access time of mobile client when tha gabroadcast over a single
channel as compared with two channels. It is assunagédhé client probes into
a first data item in a channel.

Case 1Data items (#1-10) are broadcast in a single chamm.chse, all datiems
are available in a single channel. The client whate/éo retrieve data item #8,
has to wait until the desired items are arrived. Thal saccess time required will

be (50x 8) = 400 bytes.

Case 2 Data items (#1-10) are split into two broadcast chanmélannel one
and channel two with 6 and 4 data items respectivelgeSiata items are split
into two broadcast channel, the access time will aks different. In this case,
client can switch to another channel and wait f& data items of interest to
arrive. The total access time for the client toiege data item #8 would be (50
x 2) = 100 bytes. Thus, when compared with the first dagetime client can

have a much more efficient data access.
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In another case, multiple broadcast channels are ssgesince multiple low
bandwidth channels cannot simply be merged into a sinigle bandwidth

channel (Prabhakara et al, 2000). In light of this isBuabhakara et al (2000)
presented a broadcast ordering scheme, where the Inat e the most
frequently accessed data items are broadcast moretlodieicold items. The hot

items are allocated in the fastest bandwidth in deiciggasder.

Channel 1
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Figure 2.17. Multiple channels architecture

The number of items in the channel is specified bypdogiiven a temperature
threshold value. Tran, at al (2001) enhanced the workaibhakara et al (2000)
by considering different bandwidth posed by each chamikklze size of each
data items is varied. However, these approaches dmneider the relationship
of one data item with the other. Therefore, theserses are not effective for
multiple data items retrieval. The next scheme dexritbee strategy to

overcome this issue.

Another advantage of broadcasting the database itemsmple channels is
to solve problems such as data distortion and data distrib(Leong and Si,

1995). The following four broadcasting mechanisms were pegpoBata
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Stripping, Data Partitioning, Data Replication, and Ti@msed Data

Broadcasting Mechanisms. Figure 2.18 illustrates thetfirese mechanisms.

As shown in Figure 2.18(a), a Data Stripping mechanisntbesis consecutive
data items over a multiple channel array and the datasitare broadcast at
certain intervals to let a client have sufficiembeito switch from one channel to
another. The Data Partitioning mechanism in Figure 2b}lallows the database
to be partitioned into a number of data segments anddedalsegment is placed
in a different channel. In Figure 2.18 (c), the datalimseplicated across all

channels, and so is called a Data Replication mechanis

However, the number of broadcast channels used in tasss is static. When
there are a large number of broadcast items, thististuaay cause some
mobile clients to wait for a substantial amount ofgibefore receiving the
desired data item even with the help of a different patoé data distribution

over multiple channels.
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(a) Data Stripping Mechanism (b) Data Partitioning Mechanism (c) Data Replication Mechanism

Figure 2.18. Data Stripping, Partitioning, and Replication Mechanism
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Organization of Data Items

The previous schemes are concerned with the retraval single data item.
However, in most cases multiple data items may behado A number of
applications in this category may include a situationre/maobile client wants to
obtain information about the prices of more than stoek item at the same time
(for instance, to list the stock prices of car companinder General Motors
Corp.), or when a client wants to retrieve the weafbrecasts for various cities
concurrently (i.e. to list the weather forecasts dthrcities in a certain region).
To accommodate this type of request, we need to condiderelationship
between one data item and the others. Organizing deaa bver the broadcast
channel can be applied to reduce waiting time as welloamload time. The
basic idea of this scheme is to allocate related itlxtas in such a way that the
client does not have to wait for a substantial amofititne for the relevant data
item. The organization of broadcast data is designedatchnihe query access
pattern from mobile clients as closely as possibeth# query initiated by each
client varies, this problem is sometimes consideretishard problem (Chung

and Kim, 2001; Liberatore, 2002).

The difficulty is to decide the broadcast order in advaesen without much
knowledge of any future query. In general, an access gsapdeded to identify
the optimal organization of database items over arghaifhe access graph is
used to represent the dependency of data items. Oncecéssayraph is built, a
certain algorithm is utilized to determine the bestabdiast program. A cost

model called the Semantic Ordering Model (SOM) can bd tseletermine the
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most efficient access graph (Si and Leong, 1999). SOM isedefnto two
models: namely, Simple and Extended SOM. Simple SOM derssionly the
relationship among entity types while Extended SOM ipooates historical
guery access patterns. Heuristics algorithm (Hurson, &le¢h and Hannan,
2000), randomized algorithm (Bar-Noy, Naor and Schieber, 2@0@),Genetic
algorithm (Huang and Chen, 2002; Huang and Chen, 2003) are sgonéhals
that can be used to identify the most effective orgaioim of broadcast data
items. The final broadcast program can be distributed looth single or multiple

channels.
b. Minimizing Tuning Time

A broadcast indexing scheme is needed to reduce the tumegby providing
accurate information for a client to tune in at tipprapriate time for the required
data (Lee, Leong and Si, 2002). In this scheme, somedbdinectory is broadcast
along with the data, the clients obtaining the indegatary from the broadcast and
using it in subsequent reads. The information generally@ntains the exact time of
the data to be broadcast. As a result, mobile clierésable to conserve energy by
switching to lozé mode and back todctive modéwhen the data is about to be

broadcast.

In general, the broadcast indexing technique causes adifabetween optimizing
the client tuning time and the query response time. Bimsegjuence of minimizing
one of them is the increase on the other. Fornestato minimize the response time
is to reduce the length of broadcast cycles. In thég,cthe index can be broadcast

once in each cycle; however, it will be at the aofsthe tuning time since the client
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will have to wait for the index to arrive which happamly once in each broadcast
cycle. On the other hand, when the index directorfyeiguently broadcast in each
broadcast cycle to reduce the tuning time, the respansewtill be greatly affected

due to the occupancy of the index in the cycle. Thus necessary to find the

optimal balance between these two factors.

Broadcast indexing can lieee-indexingbased signaturebased, ohybrid indexing
that is the combination thereof. Similar to a trad@&l disk-based environment, the
index tree technique can be applied to data broadcastg@less channels. Instead
of storing the locations of disk records, the tree-irgkyxes as a pointer to guide the
client to the relevant index and each index contdiasexact time of the data to be
broadcast (Imielinski, Viswanathan and Badrinath, 1994jurgi 2.19 illustrates an
example of an index tree. Tree-indexing basedBantree structure has been
presented in (Leong and Si., 1995). This technique incormoeateeparate index
channel to locate the data segment in a multi-datanehadowever, this technique is

mainly concerned with problems such as data distortidrdata distribution.
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Figure 2.19. A Full Index Tree

Clustering index, non-clustering index, and multiple indexhods are used to

determine the index organization over a broadcast ehéimielinski, Viswanathan



60

and Badrinath, 1997). Clustering index refers to clusteringecard’'s attribute
whenever attribute that belong to the records havedhe value consecutively. The
non-clustering index defines a method for indexing the-alastering attributes by
partitioning each non-clustered attribute in the broddcgsle into a number of
segments calletheta segmentsn multiple indexes, a second attribute is chosen to

cluster the data items within the first clustered laite.

A signature-based index algorithm is derived by hashingttidute values into bit

strings followed by combining them together to formitavbctor or signature (Lee
and Lee,1996). The signature is broadcast together wittiatlacon every broadcast
cycle. The mechanism is also applied to the querytdidy the client. To process
the query, mobile clients need to tune into the broadtwsnel and verify the query
signature with the data signature by performing a cemtaiinematical operation like
‘AND’ operation. If the signature is not matched, ttient can tune to the “doze”

mode while waiting for the next signature to arrivee Thain issue with this method
is to determine the size of the signature as wellhasnumber of levels of the
signature. There are three different signature-bases algerithms, namelgimple

signature, integrated signatussmd multilevel signaturéLee and Lee, 1996).

In simple signature, the signature frame is broadcastdabbeach data frame. This
makes the total number of signature frames the sardatasframes. An integrated
signature is applied to a group of data frames and the sign&ucalculated
accordingly. Figure 2.20 shows a combination of these algorithms, forming a
multilevel signature. This technique is designed to irmedewith data items in a

single channel.
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A hybrid indexing technique made up of Index tree and Signasuexpected to
outperform the single indexing techniques by integratingatheantages of the two
techniques into a single operation (Lee, Hu and Lee, 1998 étuand Lee, 1999).
This technique is shown in Figure 2.21.
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Figure 2.21. Hybrid Indexing

2.4.1.4 Hybrid On-demand and Data broadcasting M echanism

The hybrid on-demand and periodic data broadcasting methpdtis find the best
channel allocation mode or the combination thereo$drve information requests.
There are four possibilities of channel allocationthmds namelyexclusive on-
demand,exclusive broadcaststatic hybrig and dynamic hybrid(Acharya et al,
1997, Lee, Hu and Lee, 1997; Hu, Lee and Lee, 1998; Hu, Lee anti93%), The

exclusive on-demand method assigns all channels to oardewr point-to-point
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mode as opposed to the exclusive broadcast method whiginsasll channels to
broadcast mode. The static hybrid method allocateschiamnels into both on-
demand mode and broadcast mode. Because the dynamic hyhddms an
evolution of the static hybrid, it means that the nemddf channels allocated for on-
demand mode and broadcast mode is dynamically changed depending server

workload and query access patterns.

The broadcast channel and the on-demand channel cafesentibiccess overheads.
The access overheads required for the broadcast chamneletermined by the
amount of time a client has to wait for the desirec datarrive plus the time to filter
the relevant data. As with the on-demand channelatoess overhead is derived
from the amount of time a client needs to connedhéoserver. The time is linearly
dependent upon the load of the server. According to theeporof the broadcast
channel, the access time will not be affected eithethe rate of requests or the
number of users in a cell. This is opposed to the on-dénwhannel whose

performance is fully dependent on these two factors.hjyhed method is considered
a better approach overall. Exclusive on-demand chadielsot perform well with

the variation of the number of channels.

Although this scheme seems promising, it requires a viggocost calculation since it
introduces a high degree of complexity into the algoritiefore it can decide the
best channel allocation. Furthermore, the utilizabban on-demand channel forces
the client to consume a large amount of energy especifitr considering the

asymmetric communication cost and limited power ressussandicated earlier.
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2.4.1.5 Other Strategies

Other strategies include the utilization of a certaichhique to examine the most
efficient plan to execute a query. Initially, the querycompiled into a sequence of
candidate plans and the optimal one is taken from thasdidate plans after
considering the battery level of the client as wsltlee load of the server (Ganguly

and Alonso, 1993).

Search algorithms for determining a set of candidatespiaclude the use of
optimization techniques such as partial order dynamic pnugiag (Ganguly, Hasan
and Krishnamurthy, 1992; Ganguly, 1992), and the linear setithlgoand linear
combinations algorithm (Ganguly and Alonso, 1993). Factbas are considered
include the query cost model and optimization criteriorobtain the plans. The

optimal plan corresponds to optimal energy utilizatioa particular stage.

A similar strategy divides the query processing into thpbases: translation,
optimization and execution (Kottkamp and Zukunft, 1998). As shioviFigure 2.22,
the optimization and execution phases are combinedaintmgle phase to avoid
excessive communication between server and cliems& phases can be executed on
different sites, either at the server site or tlentlsite, depending on the resources
situation. Three possible processing strategies carppied when choosing the
guery execution site. The first alternative is to st query to the server and the
server processes the query all the way to the ends@dend alternative is to do the
translation phase at the client site to the pointrevitbe analysis indicates high
energy consumption for the next phase due to its compleXihe query is

subsequently sent to the server for processing unghakkes are completed and the
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data are retrieved. The last alternative is to dajtlegy processing in the mobile unit

from the start of processing to the end.

Translation Optimisation & Executiof

S o el B
Query < T~ Retrieved
Information
b
\I: Mobile Client |— Mobile Client —

Figure 2.22. Query execution sites

2.4.2 L ocation-dependent Queries

Traditional database queries on a wireless environmentconcerned only with
conventional query processing with an absence of wiasation-dependent queries,
in contrast, depend heavily on the location critesiangobile clients, requested data,
and broadcast data). The following discussion involvesareh issues and questions
for each processing mechanism, namely (i) on-demand guecgssing, and (i) the
data broadcasting mechanism. Furthermore, each prayesdsieme is classified
based on static and dynamic location-dependent data. RAg2Bedepicts the query

processing for location-dependent queries in mobile emvient.

Query Processing for Location-Dependent
Queriesin Mobile Environment

— T

On-demand Data broadcasting mechanism
mechanism (periodic broadcast)

-
N\

Static Location-  Dynamic Location-
dependent Data dependent Data

Figure 2.23. Query processing for location-dependent queries
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2.4.2.1 On-demand mechanism

The on-demand mechanism relates to when a mobileinwgdes a query, which is
then sent for processing to the server and the remdtselayed back to the mobile
user. There is nothing special here until we understamdati that the mobile user
may have moved into a different location resulting he tnvalidity of the query
results produced by the server. The problem is promulgatadybgisconnection that
has occurred to the mobile client especially wherngtery results are already in the

air, which may result in loss of information.

a. Static Location-dependent Data

Mobility is the most important aspect of a wirelessi®mnment. However, it is also
necessary to ensure that mobile client obtainsid gakry result while traveling or
moving from one point to another. For instance, neotdient initiates a query “Find
the closest bars” at current location (i.e. loca#ignin this case, if the query is not
processed immediately, there is a chance that thdemibnt is no longer in location
A. Therefore, when the mobile client receives thguit in location B, the results are
no longer correct as they were associated with lmca. There are at least five
main issues in this category, which include: (i) querycessing protocols, (ii)
efficient query processing, (iii) query results paths, div¢ry scheduling, and (v) data
placement whether it be centrally or de-centrallplicated or non-replicated and its

consistency management.

The first issue is to define the query processing prosofmi on-demand static
location-dependent data access. Zheng et al (2002) haduioéa the concept of

valid scopes. Valid scopes define the area or regionnwithich the query result is
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considered valid. Determining the valid scope concernsifging the area/region in
which the query result is considered valid with respedhéouser’s location (Zheng
et al, 2003). The valid scopes identifier are specifiececbam the positioning
system; for instance, valid scopes with a networkbasestem are identified in
cellids, while satellite-based system in coordinateesipl Prior to sending the query
result to the mobile client, the result is first dkeat against its valid scope and the
current location of mobile client to make sure thantlis still within the valid scope
of the answer. The valid scope information is attectwe result. Thus, the mobile
client is able to determine the validity of the resulth respect to its position. An
example of valid scope is given in Figure 2.24. As showharfigure, there are four
data items and four valid scopes: data item D1, D2, D3, @& Rssociated with

valid scope VS1, VS2, VS3, and VS4, respectively.

VS] Ve2 VS3 VS4
< N >< N X ”
D= Data Item
VS = Valid Scope

Figure 2.24. Valid scopes

An investigation of valid scope representation has Ipeesented in (Zheng et al,
2002). Two initial schemes are considered namely thegBo®f Endpoints (PE)

scheme and the Approximate Circle (AC) scheme. ThedREme uses a polygon
shape as a valid scope representation. It recordseadirttipoints of the shape.
The drawback of this scheme is that when the polygdarge, the number of

endpoints to be recorded will also be large. Consequentlyill occupy the

limited space available in a client’s local cache &mel performance will be
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degraded. The AC approach manages to overcome the drawliREkby using
circle representation to approximate the size of thyggpa rather than recording

all the endpoints.

The valid scope is calculated from the centre of thelecbased on the radius
value. Although AC scheme improves the PE performaheeyalid scope may
not be precise especially when the polygon’s shapeetcked and narrow. This
will cause the client to incorrectly identify valid dads invalid. Consequently, the
cache hit ratio will decrease significantly. Cachirffieiency-Based (CEB)

scheme is designed to find the balance between AC ar{dliag et al, 2002).

The CEB scheme analyzes the representation agaiesprdtision and the
transmission cost. Generally, the more precise thl@ \scopes, the more

bandwidth is required to send the information and vicearer

A voronoi diagram-based indexing method is a scheme ddsignefficiently

locate the position of the user, process the query, etndve the correct result
(Zheng and Lee, 2001). Based on the information thatiske sent, together
with the query such as current velocity, position, ang tstamp to the server,
the server will be able to determine the most acewedult. The query result will
include a prediction such as how long the result will ieroarrect according the
user’s velocity as well as the radius within which tkeult will still be valid.

Subsequently, the client can store the query resultclignat’s current location
and the maximum validity radius to its cache for future liseensure the validity

of the prediction, this method used the client’'s maxingpeed and the shortest
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distance. This is applied to cater for the possibilityth® client changing the

speed or direction.

The second issue relates to the efficiency of querygssing. Madria et al (2000)
proposed a location-based concept hierarchy to moddidoedependent data.
Concept hierarchy defines relationship that generdiser data to high layer
information. For instance, to generate domain knowledgities that belongs to
a state. Domain experts may be consulted to ensukalitiity and completeness
of the hierarchy. Figure 2.25 depicts location-based conaieparchy. The
proposed concept hierarchy was designed as distributed descto provide
assistance to find values in the database accordirweteeterence location of a
query. A spatial index model like*Rrees was utilised to index each location
attribute in the relations. Basically, R+ tree isetension of B-tree for multi
dimensional static objects (Beckmann et al, 1990). To gsdhe query
efficiently, data partitioning and hierarchical replioat were applied. The
concept hierarchies are stored at the database seéviien there is more than
one database server, each database server may stawept hierarchies and

relevant indexes according to their location, or repdichem.

Vlctona New South

\

Melbourne‘ ’Geelong‘ ’ anban? ’GoldCoasH ‘ ’swney‘ ’wmlongonm ‘

T

Figure 2.25. Location-based concept hierarchy
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The next consideration is to determine the query repalis. A query traverses
from the mobile client through a wireless network be base station, which
might then traverse through several wired nodes and fnatdiork to the
database server. The query results may travel usingathe sr different paths.
Considering a few problems associated with the movenfembbile clients, it is
then critical to investigatpath traversals using path inddx is also important to
investigate the effect of the proposed method on powleratitin, particularly
the impact of disconnection of mobile devices when tlery results are
transferred down from the server. The technique shoulbleeto speed up the
data retrieval as well as maintain energy efficiesioge a number of checking

may be needed before it can decide how the data obtained.

Xu et al (2002) presented D-tree spatial index structure. indés< model was
designed to enhance the efficiency in locating comadtvalid data for location-

dependent queries.

When the number of mobile clients is large, it isnthecessary to determine
location-dependent query scheduling. Query scheduling in maolatabases
produces a certain degree of complexity not found in teeditiquery scheduling.
In traditional query scheduling, the concern is how toimize processing time
and resources in answering all queries. In a mobile@mwent, it is essential to
consider other aspects, such as movement frequency llenatients as they
have to be prioritised; otherwise, when the query resué produced, they might

already be out of date since the client has alreadydtovanother region.
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Zheng and Lee (2001) proposed location-dependent query schedulimylfo

cell movement. It assumed that the mobile clientle o detect the time when
an initial cell is left and a new cell is entered.sThandoff information is then
passed on to the server. Four mechanisms are presembety/nNaive method,

Priority Method, Intelligent Method, and Hybrid Method.

The naive method is a conventional method in whiehctient is required to re-
submit the query to the server whenever s/he haseuweived the result after
entering a new cell. The server will drop the query takitlfinds out the client
is no longer in the initial cell. A priority method designed to provide a priority
for clients, who have entered a new cell but haverexgived the query result or
what is called handoff client. However, it will cawselelay in the processing of
gueries for other clients. A certain threshold caajglied to process the number
of queries from the handoff client. The Intelligent hoet has the ability to speed
up the query processing for clients who are about to Itheecell. In this
method, clients send the information about the timenithey expect to leave the
current cell. This method is effective for clientsondre just about to move out of
the current cell. However, normal clients will stihve the processing of their
gueries delayed. Hybrid method is the combination optiwity and intelligent
methods. It was shown that the hybrid method providestter performance
than all the others. Figure 2.26 illustrates these scheifiee most recent
approach that discusses query scheduling for multi-cell mewecan be found in

(Jayaputera and Taniar, 2005).
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Figure 2.26. Query scheduling for multi-cell movement

Other issues, which are definitely necessary to punsdénaestigate, include data
placement: whether it is in a centralized repositaryn@ distributed environment.
A centralised repository is not desirable especiallgmih involves a large amount
of database information with an unlimited number of sisecessing the data item.
However, the centralised system is easier to mairgad more manageable. A
distributed environment provides a more robust meansoahg data items and
valid scopes, as well as processing queries from diffeslst It should be noted
that a distributed environment typically requires a nwomplex mechanism and

maintenance.

b. Dynamic Location-dependent Data

This type of query relates to location data that is ohjeally changing. Existing

literature focuses on the efficiency of the locattoacking mechanism on the
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server side. The main issue in this query is to detertminv mobile users can be

tracked efficiently and their location information i#d in the database.

This case corresponds to the location tracking mechattiat is employed to
monitor and update the location of mobile user. Sinae rttmber of users
carrying mobile devices increases linearly with thervise demand, the
communication traffic for locating users also incrsasecordingly. Continuously
updating the location of the moving object causes sawetgork performance
and bandwidth overhead costs. Moreover, current satblised (i.e. GPS)
technology is only able to provide or update the postioa moving object at a
discrete interval such as every 5 seconds or so. Huknotlogy is not

sophisticated enough to support location updates on a mowjagt,o and

continuous monitoring of the position of a moving objedtritical. This situation

requires an efficient strategy for location tracking emhagement. The fact that
objects to be stored in the database are moving ebjetich occasionally or
even frequently are out of connection, an investigabibthe data structure to
support this query type is equally important. Figure 2.27 demcigtion

tracking architecture.
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Figure 2.27. Location tracking architecture
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Existing Database Management Systems (DBMS) are rsitll equipped to
manage a continuous update of data from a large number bifemgsers
(Wolfson, 2002). A data modethoving objects spatio-tempor@OST), which
is built on top of existing DBMS has been proposed istigiet al, 1997). A
guery language calleButure Temporal Logi¢FTL) for the MOST model was
also presented in (Sistla, et al, 1997). This query languaggesigned to
accommodate future query, such as to retrieve cars tiantersect a region
within the next 5 minutes. A similar attempt canftend in (Gutting, et al,
2000), which present spatial-temporal data type and its cargydge to operate

as an extension to existing DBMS.

Various strategies have been developed to update theolocditine mobile user
while minimising transmission cost, and server prdngssost, which include

time function, indexing, statistical model, and histalritata.

» Time Function
The MOST is designed to model the velocity of the dbgesca function of time

f(t) (Sistla, et al, 1997; Wolfson, et al 1999). It #d to provide an estimation

of the location of mobile clients at different tisael'he answer set of continuous
guery, which employs the MOST model, consist ofldsi§S, begin, end)It
indicates that objec® is the result of the query, which valid from tidneginto
time end Subsequently, the transmission time requiresetd the tuples in the
answer set has to be determined. This techniquédsawexcessive location
updates due to no explicit update being necessdegsithere is a change in the

parametef (t )
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* Indexing

This approach is to index the locations of mobiients using some spatial
methods and update the index tree each time aendigiht moves (Kollios et al,

1999; Saltenis et al, 2000). This is used to ptethe future movement of the
client. Pfoser (2002) proposed an indexing techaidnat indexes the trajectories
of the moving client rather than relying on thesmlis current position to detect

the movement of the client.

Cai and Hua (2002) proposed a technique cdlpdtial Query Management
(SQM) for continuous query. In this technique, satlase map consists of many
sub-domains, and each mobile client is assigneal $ab-domain as its resident
domain. When the mobile client moves, it detects pbsition against the
monitoring areas inside its resident domain. If gogry boundaries are crossed,
the mobile client informs the server to update tllevant query results and
determine whether the client is still in its residdomain; the server then specifies
a new resident domain for the client. A D-tree (@mtree) indexing was
designed to model the domain decomposition hieyasghich allows the location

update process to be cost efficient.

An indexing scheme for location predictive querydure query was reported in
(Tao et al, 2003). This future query is categati®is spatio-temporal query,
which requests information on a moving object thditintersect with the query

window during a future time interval (Tao et al,03). The proposed indexing

model was called TPR*-Tree or Time ParameterizedTEe. TPR*-Tree is
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designed to overcome its predecessor, TPR-treentamtproposed by (Saltenis

et al, 2000).

TPR-tree is an improved version of R-tree indexinghich is made to
accommodate current and anticipated future locat@mna moving object in an
efficient manner. The unique feature of TPR-trehad the tree structure consists
of functions of time instead of a spatial objecalténis and Jansen (2002) also
proposed R -Tree, which is concerned with expiring informatioh moving

object, such as the data becomes invalid aftertaicg¢ime parameter is passed.

» Statistical Model

Location estimation using statistical model waspnéed by (Roos et al, 2002). In
this model, the location of the mobile user is dateed based on a number of
variables such as the signal power transmittedhé¢obaise station, angle of signal

arrival, and propagation delay.

» Historical Data

A pre-fetching mechanism for a location-dependenérg was proposed by
(Kubach and Rothermal, 2000; Kubach and Rother2@91). This technique

predicts the information that the mobile client maed in the future, as s/he
moves to a different location. Subsequently, thedjgted information is

transferred to the mobile client at the right mometistorical data is used to find

the user’'s movement patterns.
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*  Semantic-based model

The semantic-based model was presented as an ierteisGSTD algorithm
(Pfoser and Theodoridis, 2003) The GSTD algorithieheisigned to generate data
sets of the moving object’s trajectories that wgomverned by a number of
parameters (Theodoridis et al, 1999). The parasetetude duration of the
moving object at a given time and location whigoahvolves the change of time
stamps between subsequent location, shift of aecbbhat is calculated from
centre point shift, and resizing of an object whigehmore applicable to objects
that may be condensed or dispersed such as stoarigjn insect or animal

populations, and soon.

(Pfoser and Theodoridis, 2003) incorporate otharperties into the GSTD

algorithm such as speed, heading, and agility gfabér Subsequently, groups of
moving objects with similar movement charactersstce clustered. Furthermore,
it also concerns the situation where the movemeabjects (i.e. cars) is affected
by static objects (i.e. buildings, traffic jammeplarks), which is referred as

infrastructure.

At present, there is no existing work that dealhwhe simultaneous movement of
both user and sought object. However, it is betletr@at issues pertaining to these
types of queries can be simplified if the solutidois the previous two query types

have been found.

2.4.2.2 Data Broadcasting M echanism

The concept of a data broadcasting mechanism éatiém-dependent queries is the

same as periodic data broadcasting in the traditiqnery processing mechanism.
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Query processing using data broadcasting mechaniders to query that is
processed on air. However, in a location-dependesty, the utilization of data
broadcasting is more complex as the client shoalihftormed of when the relevant
data will arrive in the channel while consideritng tcurrent location of the client and

the required object as the parameters.

a. Static Location-dependent Data

Traditionally, in the broadcasting technique, thetssof database items are
periodically broadcast to multiple clients overiagke or multiple channels. Since
mobile users may spread into many different regitres central database server must
be intelligent enough to organize its data so thabile clients in different regions
can still efficiently retrieve the relevant dataherwise mobile clients will waste a lot
of unnecessary power during the tuning and listeminocesses. The problem is
exacerbated when the mobile users frequently moma one region to another,
requiring frequent tuning as well. Therefore, ditieht data structure for broadcast

cycles is critical in saving mobile clients’ battgrower.

Considering the following scenario: suppose daelit@sns to be broadcast are the
location of restaurants in a specific state (i.&.)V Tourists are holding a PDA

connected wirelessly with the central server. Tdists are able to tune in to the
channel to obtain relevant data, such as only seagstaurants in the region. When
the user moves to a different region and tuneg ithé incoming channel, the data
obtained is adjusted according to the new locaifahe userThere are at least three
main issues here that need to be addressed: @) laiadcasting protocols (ii)

broadcast channels utilization and (iii) efficielatta broadcast query processing.
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Data broadcasting commonly makes use of indexindnelp a mobile client to
conserve energy. In this case, the mobile clientisng time can be reduced by
providing accurate information for a client to tuneat the appropriate time for the

required data.

Xu et al (2003) proposed a D-tree index for logatiependent queries in data
broadcasting environment. The basic concept index data regions or valid scopes
of data items, and broadcast the index structunghanterleaves with relevant data
item over a broadcast channel. Client can tuneoithe channel, check the valid
scopes with current location, find out when therectr data item will be broadcast,
and retrieve the data item on air. The performaricbe D-tree index was evaluated
against other indexing structures such as the-tre index (Kirkpatrick, 1993),

trap-tree index (Berg et al, 1997), and R*-treeein@Beckmann and Kriegel, 1990).

D-tree was found to be a better scheme comparédétothers.

An advantage of data broadcast on multiple changdlsat it will cope efficiently
with a large amount of database items to be br@&d&ince access to data is
sequential, the mobile client has to wait until tesired data arrives on the channel.
Furthermore, the expected delay that occurs withoadcasting index directory can
also be overcome. However, one must be careful wilet@rmining the maximum
number of channels, since a large number of chanvitwaste bandwidth and incur
overhead costs when moving from channel to chamhi#¢ tuning and accessing the

data. In contrast, fewer channels will increasesstime.
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In location-dependent queries, multiple channedsy rhe used to accommodate
different regions. By utilizing an index directorg, mobile client will be able to
determine which channel contains the relevant ié&tion, and the desired
information can be retrieved efficiently. The aretture of the broadcast mechanism
for a location-dependent query with single and iplelt broadcast channels is
illustrated in Figure 2.28. Figure 2.28 (a) shows partition of cellx into two
regions, that is, regioma and b. Each cell and the related regions are normally
measured in coordinate value. In this example,swlify the relevant details.
Figure 2.28 (b) demonstrates the construction dexntree based on the cell
partitioned area, and the bottom leaf of the indemtains the data buckets that are
relevant to each region. Having obtained the irgtexcture, the broadcast structure
can then be created. Finally, the broadcast prognagnbe disseminated into single

or multiple channels as given in Figure 2.28 (c).

To Data Bucket To Data Bucket

Cell x

’ Regiona Regionb

(a) Cell Partitioned Area (b) Index Structure

Single Channel
[Cellleegiona Data Bucket} Regioh DataBuckets]

l

Channel 1 Channel 2

M ultiple Channel

[ Cell x| Regiona | Data Bucketf [ Cellx [Regionb [Data Bucketd

(c) Broadcast Structure

Figure 2.28. Single and multiple channel broadcast structure
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Jung et al (2002) proposed a broadcasting schentecfation-dependent queries
when the target location is defined for urban ardsvas claimed that it is

necessary to consider the characteristics of ttgeetarea in order to obtain an
efficient query processing. This scheme also brastdan index directory which
informs the order of the broadcast data items.his tase, the cell region is
divided into grids and the index is created basedarh grids. It is expected that
the index size becomes smaller as compared witintlexing of each data item.
The broadcast order was determined using a meahndmid is called sequence of
space filling curve (Jagadish, 1990). This mecimansused to cluster spatially
adjacent objects and the broadcast order is casttaccordingly. By doing so,
the amount of energy consumption needed by the lenabéent in order to

retrieve the data item can be reduced.

It is certainly believed that the on-air strategias be improved in a lot of ways.
There are several questions that have not beeess#dt in the existing literature
including how mobile clients know when they havevew to a different region

and must retune to the channel in order to updeténformation, and how query
results are stored on air when the user is disabedeHence, there are plenty of

open researches in this area to investigate.

b. Dynamic Location-dependent Data

Existing literature dealing with location-dependguoery processing emphasised that
broadcast mechanism is just suitable for scalghydications such as traffic reports,
tourism information, and weather information (Lee a, 2002). This type of

application does not need the exact position ofdit in order to provide the
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guery result. However, in certain situations, tlmealkcast mechanism can still be

applied as shown in the following examples.

Example 1: Suppose database objects to be broaaleashe location of patrolling
police cars, and the user is the police holdingD@ Bonnected wirelessly with the
central server. The police are able to tune irhtodhannel to obtain relevant data,
such as only those police cars patrolling the mregiwhen the police move to a
different region and tune in to the incoming chanttee data obtained is adjusted

according to the new location of the police.

Example 2: Using the same example as Example 1le sdrthe police cars on the
road might be temporarily off-line or outside tlegion covered by the system. The
police in a particular location who incidentallyn&uin to a broadcast cycle containing
this ‘missing’ information might not aware of theistence of these off-line police
cars and might have misinterpreted the circumstageen though later in the next
broadcast cycles these police cars are alreadin@mt within the covered region.
The main issues in this case include: (i) datacttire to capture moving objects in
the database, considering disconnection and raogered, and (i) efficient data

broadcast organization and scheduling.

Each broadcast cycle contains a set of data todabast, and these data will be re-
broadcast again in the subsequent cycles. Whentaldt@ broadcast contain moving
objects, in some cycles, some of these objectstrbiglout of the covered range or
are temporarily disconnected due to a poor commatiait. These particular cycles

might give misleading information to mobile usespecially when they only tune to
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one of these cycles and do not re-tune to the gubsé cycles which may have
recovered those moving objects. The utilizatiordatia broadcasting scheme to this

guery type is promising but it also involves sorhallenging issues to investigate.

2.5 Discussion

This thesis is concerned with the issues of quemycgssing over the data
broadcasting mechanism. Therefore, in this sectibe, major achievements of
existing work on data broadcast management fortimadl queries and location-

dependent queries will be highlighted.
» DataBroadcast Management for Traditional Queries

A number of broadcast strategies have been dedcaibe each of these provides a
different approach in optimizing the power, capa@nhd bandwidth usage while
maintaining a reasonable query response time. Té@nzation of data items on air
to match the order of the broadcast data with tideroof data required for optimal
guery processing offers a good solution to imprthe mobile client’s access time

and tuning time.

The optimal organization of database items is ifletitaccording to the query access
patterns and semantics of the database being lastaddowever, a vigorous cost
calculation has to be used which introduces a kiggree of complexity in the

algorithm before it can decide the best organipatithe calculation becomes more
complex as the query involves more entity typesré&fore, when there are a large

number of database items to be broadcast, thisitpehhas shown its limitation.
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Generally, the number of mobile users in a cekedaines the length of the broadcast
data. As a rule of thumb, the more number of dataetbroadcast, the more requests
will be served from the data broadcast and thi$ neduce the chance of mobile
clients sending the request to the server. Howeex,certain point the advantage of
the broadcast data will be diminished if thereois much data in the broadcast cycle.
Consequently, it will severely affect the queryp@sse time since mobile users have
to experience a considerably long delay before treneive the desired data.
Therefore, it is essential to decide what datartmdicast in order to serve most of
the requests since the query access pattern ig@thaA number of techniques have
been described to overcome this problem such as Meae algorithm, Window
algorithm and Exponentially Weighted Moving Averaggorithm. These techniques
provide a selection mechanism for data broadcashamtain the number of data

items to be broadcast while satisfying most ofrdauests.

Another technigue that can be used to reduce tiggheof the broadcast data is to
split the broadcast channel into multiple channélse use of multiple channels to
broadcast the database items is a good way toleepth the enormous number of
data items and provide a chance for the mobiletslieo select the channel which
broadcasts the data of interest within a shorteatdn. Besides, it also helps with

the transmission error and unreliability of the rafel.

The hybrid allocation method, which assigns theabdoast channel to both on-
demand mode and broadcast mode, offers anothdéegtréo enhance the query
performance. This technique manages to providepaimal solution by determining

the number of data to be served from on-demandnethamd broadcast channel. The
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dynamic hybrid method, which changes the nhumberhafnels allocated for the on-
demand mode and broadcast mode dynamically bydsnngy the load of the server
and request access pattern, is considered a lagpeoach. However, this method
simply compares the access overhead of the braacltaisnels, which is the waiting
time to receive the desired data with the on-denadiadchnels that corresponds to the
time to queue for a connection to the server amdpcomise these two overheads to
gain a better access time. However, the use okomadd channels incur a number of
costs such as transmission cost of the query fleannmobile client to the server,
processing cost in the server and the cost to gendjuery response back to the
mobile client. The cost to transmit the query toveeis even greater when the query
requires related data items that belong to a numbentity types due to the uplink
bandwidth limitation. Thus, the on-demand channdldtter used only when the data

items of interest are not broadcast.

The use of the indexing technique helps the matiidats to search for the desired
data and determine when the data will arrive. Tédkices the query processing time
as well as utilizing the power more efficiently. Wever, one should be aware of the
consequences of having too many or too few broadtieectories in a broadcast
cycle over the latency time and tuning time. Traaldcast disk is another strategy to
further improve the query performance. The compirof two or more broadcast
strategies such as the use of indexing techniguegakith broadcast disk strategies
provides a good outcome. Table 2.1 shows the cosapar of all prior related

schemes and the proposed scheme in this thesie.tNatt most prior studies did not
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employ broadcast indexing and no previous studisider broadcast organization

while allocating index and data segment in a sépantaannel.

Table 2.1. Comparison among the proposed scheme and related studies —Traditional Queries

Number Include
Algorithm ch a o Replication AR Index and Data
anneis Scheme Segment
With Without Integrated Separated
Si and Leong (1999) Single NoO Yeg Yes No Yes
Acharya et al (1995) Singlel  Yes No No - -
Prabhakara et al (2000Multiple [ No Yes No - -
Tran, at al (2001) Multiple  No Yes No - -
Huang and Chen | Multiple | Yes No No - -
(2002)
Huang and Chen (2003Multiple | Yes No No - -
Hurson et al (2000) | Multiple | No Yes No - -
Liberatore (2002) Single No Yes No - -
Lee et al (2002) Single | No Yes No - -
Imielinski (1997) Single No Yes Yes Yes No
Noy et al (2000) Single No Yes No - -
Guanling Lee etal | Single No Yes No - -
(2003)
Proposed Scheme |Optimum| Yes | Yes Yes No Yes




86

» DataBroadcast Management for L ocation-dependent Queries

In location-dependent queries where the mobilenttéielocation is relevant to the
information requested, or the information requestdahsed on a particular location,
the utilization of the broadcast mechanism is wallenging. Data item organization
for nomadic users' queries will be much more comples the calculation may
become obsolete as soon as the client moves. Ddta broadcast are also naturally
changed, depending on the location of the clightsiobile client should be informed
when the relevant data will arrive in the channdiilev considering the current

location of the client as the parameter.

Since mobile users may spread into many differexgions, the central database
server must be intelligent enough to organize asadso that mobile clients in
different regions can still efficiently retrieve ethrelevant data; otherwise, mobile
clients will waste a lot of unnecessary power dyritme tuning and listening
processes. The problem is exacerbated when thdemars frequently move from
one region to another, requiring frequent tuningval. Therefore, an efficient data

structure for broadcast cycles is critical in sgvinobile clients’ battery power.

So far, data broadcast management for locationraipe queries has not been much
explored. In fact, very little research has beetlentaken on this issue including (Xu,
et al 2003; Xu, et al 2002; Jung, et al 2002).sAsh, this issue opens up many
research problems, which is definitely of greagliast to pursue. Table 3.2 shows
the comparisons of related scheme and the propmxdesme for location-dependent

gueries.
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Table 3.2. Comparison among the proposed scheme and related
studies — Location Dependent Queries

Algorithm Broadcast Channel | Valid Scope
Xu et al (2003) Single Rectangular
Proposed Scheme Multiple Square

2.6. Data Broadcast M anagement Framewor k

From a data broadcast processing point of viewryutassification raises the

following important issues.

¢ What technique can be used to disseminate a vastirgnof data items without
any exclusion while maintaining the query accesgtlow as compared to on-
demand mechanism?

¢ How can a multiple channel system be utilised addpéively used in a
broadcast paradigm?

¢ How can complex information from the database gdveeefficiently broadcast
considering different types of mobile users reaqugjridifferent types of
information?

e How are the data broadcast scheduled?

e What is a suitable index structure to determinewaach data item arrives in
the channel without sacrificing the access time?

¢« What is a suitable index structure to serve logati@pendent queries in mobile
environment?

¢ What query processing protocols are used in broatdeavironment?
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The first two issues are associated with the ushebroadcast channel to provide
optimum resources for disseminating a set of datas. The next two issues relate to
broadcast ordering and scheduling methods. Thesessare concerned with the
guery access time. The following two issues focuostlte indexing scheme to

provide efficient data items retrieval by takingpiraccount the efficiency and the type
of queries involved. The last issue considers thentts processing protocol in

retrieving broadcast data items on air. This issudetermined according to the
proposed solution of the earlier issues. Hence, tdsks of a data broadcast

management scheme can be summarized as follows.

- Discovering data broadcasting models, ordering astheduling

algorithms for minimising query access time.

« Formulating indexing structure into efficient tongi time and power

consumption.

Figure 2.29 depicts the relationship of the taska afata management scheme with

the proposed method given by each chapter inhbis4.

Tasks of a data broadcast

management scheme Proposed Method
’ . Chapter 3
Discovering data . L
broadcasting models, + Determining Optimum Number aff A Minimising
ordering and scheduling————* Broadcast Channels Query Access Time
algorithms for minimising + Formulating Data Broadcast Chapter 5
query access time 2

K Ordering and Scheduling Schemes

Hybrid Model

Chapter 4 o )
Formulating indexing - B. Minimising Tuning
structure into efficient |, Index Broadcasting Schemes Time and Power
tuning time and power « Traditional Queries Consumption

consumption «+ Location-Dependent Queries

Figure 2.29. Tasks of data management scheme with relation to the proposed
method in this thesis
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2.7 Conclusion

Queries in a mobile environment to some extenthi@va unique class of query that
is not available in the traditional distributed teys. This is due to the radical
evolution from stationary network to wireless netkwthat has created several novel
properties, such as mobility, in particular. Queria a mobile environment are
classified into two main categories, namely: contexareness queries and traditional
gueries. Context-awareness queries are furthedeatlvinto three classes; context-

dependent queries, location-dependent queriedhydndl queries.

In location-dependent query, the location of thgectbbecomes the parameter of the
guery, and since the object continuously moves foomn place to another, it requires
a complex mechanism to monitor the object locasisrwell as ensure a valid query
result. However, due to inherent constraints, sashlow bandwidth, short-life
battery, limited storage space, and frequent drsection, information services to

mobile clients have been much restricted.

The major contributions of this chapter are:

« Queries taxonomy in a mobile environment are fieds A classification
is essential as it makes it possible to identify types of queries for data
management in a wireless environment. A classifinbatonsequently
serves as a scope of the domain of data broadesmstgament schemes in

mobile environment.
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Query optimisation and processing issues areifehtThese issues need
to be considered when dealing with data managenmerd mobile

environment.

A framework for data broadcast management schesnaleffined.
Generally, a data broadcast management is to mrodata broadcast
models, scheduling and ordering algorithms. Funtoee, the broadcast
indexing model and structure will need to be ingeded. This model
serves a certain class of query. The index modeloftation-dependent
gueries requires a more complex mechanism and $singe than

traditional queries.



Chapter 3

Optimising Channel Utilisation

3.1 Introduction

An information broadcasting scheme is not new aad been applied in our
surroundings for sometime including the radio pamgs, TV programs, and news
paper to name a few. In a mobile computing enviemindata broadcasting is an
effective mechanism for disseminating databaserrmdtion to mobile clients. The
ability to maintain query performance despite tigh frequency of requests and large
number of mobile clients has made the data broadeceshanism a desirable
technique in mobile database query processing.ndbeu of information services that
can benefit from utilising data broadcasting ineludeather information or weather
forecast services, news, stock indices informatiorgign exchange, election results,
tourist services, airline schedules, location-ddpeh services, route guidance and so

on (http://www.wapforum.org/). However, due to seqfial access of broadcast
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data items in a mobile environment, the increasinghber of broadcast database
items causes mobile clients to wait for a substhathount of time before receiving
their data items of interest. Consequently, theaathges of broadcast strategy will
be diminished. Moreover, the longer the query actiese, the longer mobile clients
have to listen to the channel and examine theitlates on air. This operation is not
only time consuming but also very expensive from earergy point of view.
Therefore, it is of importance to optimise the gquaccess time of mobile clients in

accessing broadcast data items.

The rest of this chapter is organized as follovexti®n 3.2 describes the outline of
this chapter in details. Section 3.3 presents timgpgsed scheme for determining
optimum number of broadcast channels. Section fplaies the formulation of
broadcast ordering and scheduling scheme inclumliegwith replication and without
replication. Section 3.5 presents the performamakiation results. It is subsequently

followed by discussions in Section 3.6. Finallyc&® 3.7 concludes the chapter.

3.2Preiminaries

This chaptermpresentsdata broadcast management schemes, which areneldsig
optimise broadcast channel utilisation so thatenthuery access time is minimised
when retrieving broadcast database items. Figutell@strates the outline of this

chapter within the broadcast-based informationesgst

Figure 3.2 illustrates query access time or elapsed from the time a request is
initiated until all data items of interest are riged. This Figure shows the total

access time to retrieve data item # 8 for examplach starts from the time the
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client probes into the beginning of the data chhonél the desired data item has

been obtained.

Retrieve all 7_,_#" AT\ T
() database items [t . .
----------------- =
4444444444444444 > f— P Sy B B s N
Required " M server =5 D\
database items —F. ] Broadcast Channel (]

=.
L i R
e

Listeningto | | Retrieving the
i the channel i | desired data
/ Database | tems ‘\ L
| -

Chapter ﬁ ﬁ’ ‘} ?:Al?ebrlmlte

« Determining Optimum Minimising
Number of Broadcast Query Access
Channels Time

« Formulating Data
Broadcast Ordering and
Scheduling Schemes

\\ Broadcast Channel J

Figure 3.1. Chapter framework

Client starts
probing

a| Data| Data| Data| Data| Data| Data| Data|| Data| Data | | Data
12345678910 Broadcast

_— — —+———— Channe

— — } } » Arrival
b b & 4 t tt & 8 to ho Time
®

Data Item of Interest = Datam#3

Total Access Time = Total Elapsed Time
8

2L

x=1

Figure 3.2. Query access time
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In this chapter, a method for minimising query ascBme for retrieving broadcast
database items is presented. The proposed methindded into two stages: (i) to
determine optimum number of broadcast channelhigstage, analytical models to
calculate query access time over broadcast chaam#lon-demand channel are
presented. These models will be utilised to find dptimum number of items in a
channel and thus the number of broadcast chanhals @ set of broadcast data
items, and (i) to formulate date broadcast ordeand scheduling schemes that are
concerned with the access patterns of a mobilatciecessing the broadcast data
items, will be presented. This scheme is furthassified into two categories, namely

a broadcast prograwith replicationandwithout replication
a. Determining Optimum Number of Broadcast Channels

Analytical models for both query access time ovebraadcast channel and on-
demand channel to find the optimum number of itéma channel will be studied.

The analytical models are examined to find thenogtn number of broadcast items in
a channel while utilising query access time oveomtlemand channel as a threshold
point. The optimum number indicates a point tot$pk broadcast cycle and allocate
the data items to the new channel. When the optimumber is located, the number
of broadcast channels should be increased. Sub#gqube length of the broadcast

cycle is split, and broadcast over multiple chasmn&leveral factors are taken into
account, which include: request arrival rate, servate, number of request, size of
data item, size of request, number of data itemetdeve, and bandwidth. This

includes any request that returns single and nteiktipta items.
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The reason for this is to ensure that the acce®sdf queries in retrieving data items
over a broadcast channel are always superior toathan on-demand channel by
determining the optimum number of broadcast chamwiele considering all the

advantages of a data broadcasting scheme.

It is assumed that all data items are broadcastreat® available for mobile clients to
retrieve whatever data items they are interesteavar a wireless channel without
having to send any queries to the server. THiisly desirable due to the fact that
wireless data transmission usually requires a greahount of power as compared to
the reception operation (Zaslavsky and Tari, 19G8¢t al, 2002). For example, in
the case of the Hobbit chip (Argade et al, 1998,dnergy consumption for sending
data is about one thousand times bigger than far r@&eiving. It is also amplified by
the fact that the life expectancy of a battery.(@igkel-cadmium, lithium ion) was
estimated to increase the time of effective useridy another 15% (Paulson, 2003).

Thus, the need to use power efficiently and effebtiis a crucial issue.
b. Formulating Data Broadcast Ordering and Schegl@chemes

Once the optimum number of channels required tadwast a set of database items
is known, it is then necessary to minimise the ayerquery access time for clients in
accessing broadcast data items. In light of tlsiges a data broadcast ordering and
scheduling scheme for a multi-broadcast channelir@mment involving data

segments at the server side, which aims to minirgizery access time, will be

investigated. Moreover, it also considers single mmltiple data items requests. The
broadcast scheduling and allocation schemes areenmed with access patterns of

the mobile client in accessing the broadcast daasi This scheme is further
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classified into two categories, namely a broadgasgramwith replication and
without replication A broadcast program with replication correspotalgshe case
where the data items appear with different freqiesnd he basic idea of a broadcast
program with replication is that the most populataditems will be broadcast more
often than others. Consequently, the majority ofbiteo clients will have a
considerably shorter access time as their datatefest arrives more frequently in
the channel. On the other hand, a broadcast progitnout replication applies when
all data items are broadcast with equal frequermiasniform frequencies, which is

also called a flat broadcast program.

3.3 Determining Optimum Number of Broadcast Channels

In general, the data items are broadcast overgesahannel with the underlying
reason that it provides the same capacity (bit/vatelwidth) as multiple channels,
and it is used to avoid problems such data broadmamnization and allocation
while having more than one channel (Imielinski, Wamathan and Badrinath, 1997).
Nevertheless, the use of a single channel will sliewimitation when there is a very
large number of a data item to be broadcast. Ih e number of broadcast
channels in a cell that can be simultaneouslyatllis up to 200 channels (Leong and

Si, 1995).

The proposed strategy splits the length of the dwast cycle when the number of
broadcast items reaches an optimum point. Thisgscontinues until the access
time is above the optimal point. Figure 3.3 illasés the situation where a broadcast

cycle is split into two channels.
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Figure 3.3. Multiple channels architecture

The allocation of a broadcast cycle to an optimahiber of broadcast channels
will eliminate the possibility of long delay befoodtaining the desired data items.
Figure 3.4 illustrates a situation where the optimmumber of items in a channel
is known. As a simple example, assume the sizeaoh elata item is 50 bytes.
Consider a mobile client who wants to retrieve dem #8. The following two
cases analyse the access time of a mobile clieah wte data is broadcast over a
single channel as compared with two channels.dssimed that the client probes

into the first data item in a channel.

Case 1: Data items (1-10) are broadcast in a siinglenel. In this case, all data items
are available in a single channel. The client wiamts to retrieve data item #8,
has to wait until the desired item arrives in tharmel. The total access time

required will be (5« 8) = 400 bytes.

Case 2: Data items (1-10) are split into two breatchannels: channel one and
channel two with 6 and 4 data items respectivelgltasvn in Figure 3.4 .
Since data items are split into two broadcast oblanthe access time will also

be different. In this case, the client can switeglahother channel and wait for
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the data item of interest to arrive. The total ascéme for client to retrieve
data item #8 would be (502) = 100 bytes. Thus, in comparison with the first

case, this time the client can have a much moieesff data access.

Optimum numbe
Iof items

Channel 1 '
Data )
segmend| 1]2[3] 4] § ¢ 1 [8 [0 fafe [13]14]15 |
— _
—
Current Broadcast Cycle

Split the déta items int
three channels

Channel 1 Channel 2 Channel 3

o Y EI A W A ) I S ESECES

J

~ N
Current Broadcast Cycle| Current Broadcast Cycle| Current Broadcast Cyc
|

Figure 3.4. Broadcast channel partitioning: an example

The broadcast channel's data access overhead aadlieed by determining the
optimum number of data items in a channel. To thd optimum number of

broadcast items, analytical models to calculaterames access time of the
broadcast and the on-demand channel are develdpedquery access time for
the on-demand channel is used as a threshold pwidetermine the optimum

number of database items to be broadcast in a ehalthen the optimum number
is located, the number of broadcast channels shHmilthcreased. Subsequently,
the length of the broadcast cycle is split, andaoaist over multiple channels. In
this context, a mobile client can initiate onlyiagte request at a time; the next

request has to wait until the first request has loeenpletely responded to.

Analytical Model of Broadcast Channel
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The following scenario is used to calculate theaye access timd@g) for retrieving

data using a broadcast channel:

Xt
k
-~
Data Data Data Data aDat Data | ........ . Data
Segment L Segment|2 Segmert3 Segmgent4 SegmEegment § ..........|.. Segmeant
A B C

Figure 3.5. Broadcast cycle partitioned area

In Figure 3.5, the broadcast cycle is partitiom@d three areas: ardacontains data
segments preceding data segments in BremeaB contains the number of desired
data segments, and ar€ancludes the rest of data segmemriss the total number of
broadcast data that makes ApB+C. There are three different scenarios where a
mobile client probes into one of these areasorresponds to the size of the data

item, and it is considered to be uniform. The davknbandwidth is denoted k.

Probe A: When mobile client probes into arAathe average access time is given by:

A-1l

> (A-i+B)xs

= _ [Ax(A+2B+1)|xs
b 2xDbyg

S

(3.1)

Probe B: When mobile client probes into arBathen the average time is equal to the

(A+B+C)xBxs
b

total length of broadcast cycla{B+C) = (3.2)

S
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Probe C: When mobile client probes into ar€athe average access time can be

Cc-1

> (C-i+A+B)xs
= Cx(2A+2B+C+1)xs
calculatedrom: or equally
b, 2xh,

S

(3.3)

Based on the three scenarios, the average aateskdm equation (3.1), (3.2), and

(3.3) can be calculated as follows:

[(Ax(A+2B+1))+(2Bx(A+B+C))+(Cx (2A+2B+C+1))|xs

3.4
2% X, sz (3.4)

Equation (4) can be rewritten as:
Ty = |(x ~B)+(2xBxx) + (2xBx (% - B)) +(x ~ B)|xs (3.5)

2><Xt sz

e Analytical M odel of On-demand Channel

As mentioned earlier, mobile clients can send trexjuest to be processed via point-
to-point or on-demand channel. Thus, the averagesadime of on-demand channel
(Tp) is used to locate the threshold value in detengirthe optimal broadcast

channel. The optimal point where the average adoassof the broadcast channel is
equal to, or less than, on-demand channel. To latdcthe average access time of

on-demand channel, there are three cases to bieemus

a. Pre-determined Number of Request

This case considers the situation when the numbkrgquests in the server are
known prior to processing and will not allow incowpirequests to arrive before all
requests are completed. The analytical model toulzde the access time of an on-

demand channel in equation 3.6 is based on théectire that is depicted in Figure
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2.14 (chapter 2). The access time of an on-dembadnel comprises of the time
needed to transmit a request to the server, prabesequest that involves the time
spent in the server queue and retrieve the reledatiat, and send the result back to
the client. The transmission of request to th@eseand to send the requested data
item back to the mobile client are affected by niplbandwidth,b. and downlink
bandwidth,b.. Size of a request and the size of requesteditéateare indicated by
and s respectively,n denotes the total number of requestsepresents the request
number and the server service rate is givenzbyHowever, in a real situation the
number of requests is hardly known. Thus, the armate of a request is applied,
which is described in the subsequent strategy. dVerage access time can be
calculated using the following formula:

1
TD:L+%+§ (3.6)

S

b. Request Arrival Rate
The pre-determined number of requests is replagdtiebarrival rate of request)(
Thus, the average access time of on demand chéfwlelcan be calculated as

follows:

If the server is lightly loadeg@ = (% < 1], which means there is no waiting time, then:

To = L+£+3 (3.7)
b, u b

or else if the server heavily loaded [% > 1] , then
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To| L +q§[i X;H(i_l)xﬂ{iJ 338)

The average time in the server queue and the avgnagessing time by the server
are dynamically changed depending on the arrital ohrequesti) and service rate

(1). The maximum number of requests in the serveugjigedefined bgmax.

e Uniform and Non Uniform Request

This category involves requests that return meltghhta items. However, the order
of the data retrieval is made arbitrary, which nsetve first arrival of any data of

interest will be directly retrieved.

Let di, &... dnax Specifies the number of relevant data items iequest. The number
of relevant data items is classified into uniforequest that is when the occurrence
rate of dy, d... dnax is equally distributed and non-uniform request, rehéhe
occurrence rate is otherwise. The non-uniform refjue indicated by the

corresponding frequency of occurrence f, for each d.
Also,Zf =f +f,+--+f,, . =1. Subsequently, the range size of request for dach
is defined, then calculate the average sizg)it + I @may/2). I'@ymin represents the

minimum size of a request, whilst)max relates to the maximum size of a request for

the samal.

Similarly, for server service rate, the rate focted is determinedand find the

average service rate. The formulas in table 3.1 are applied to finddh&, and iz

for uniform and non-uniform request.



Table 3.1. Uniform and Non-Uniform formulas

Uniform Request

Non Uniform Request

d max

Dlixf,

az i=1 a — i=1
d max
dfx r.|m|n rlmax d max ri . +rimax
. 2 Z [mmz\]x fi
d max F=—
d max
d max
dmaxlu_ Z,Ui x f;
—_ = a=-=
’u_dmax d max
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The formula in Table 3.1 of the analytical modeboth the broadcast channel and

on-demand channel can then be modified as follows:

[(xt —a)z+(2><a><xt)+(2><a><(xt =d)) +(x, —a)]xs

Tg = 3.9
A 2% b, (3.9)
Pre-determined number of requests:
%2
To-1 +iz H,dxs (3.10)
b, n b,
If the server is at light loag = [% < 1} , then
Too| L4lydxs (3.11)
b # b

or else if the server is at heavy lgad [% >1] , then:
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(r qf‘dx(ix;]—{(i—l)x;}{axs} (3.12)

3.4 Formulating Data Broadcast Ordering and Scheduling
Schemes

The optimum number of broadcast channels deterntinesnumber of channels
required to broadcast a set of database items dtpiimum in a sense that the
average query access time of accessing a broacltashel will always outperform
the average query access time over an on-demamhaiha any situation. In this
section, the query access time is further minimzewaksidering the access patterns of
mobile client accessing the broadcast data itemgiddvledge of the access patterns
enables the broadcast server to construct a diesttata broadcast stream, which is

concerned with broadcast ordering and schedulingrse of data items.

The scheme is further classified into two categorieamely a broadcast program
without replicationandwith replication A broadcast program is without replication
when all data items are broadcast with equal fregae or uniform frequency, which
is also called a flat broadcast program (see Fiduée(a)). Whilst, a broadcast
program with replication corresponds to the cas# the data items appear with
different frequencies (see Figure 3.6 (b)). In #ample, data item #1 is broadcast

more frequently than others.

In this thesis, the ordering schemes consider aliieation over multiple broadcast

channels. Moreover, it also includes single andtiplel data items requests. The
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scheme is designed to ensure that most requestedelas stay close to each other
in the channel. Consequently, the average quemsadime of the mobile client to

retrieve the desired database items is expectbd teduced.

Broadcast Cycle

Data \[Deta| Deta| Data] Data| Deta| Deta] Data| Data| Data| Da Broadcast
SEQment|1234567891I Channel

(a) Without Replication

Broadcast Cycle

Data || Datal Deta| Dataj Data | Deta| Datal Data | Data| Data Data | Data| Datg Data| Datal |
Segment123145167189110

(b) With Replication

Broadcast
Channel

Figure 3.6. Broadcast program — with and without replication

A number of applications in this category includsitaiation when the mobile client
wants to obtain information about more than onelsfwice at the same time (i.e. to
list the stock prices of all car companies undengsa Motors corp.) or when the
client wants to retrieve the weather forecast wdimber of cities concurrently (i.e. to
list the weather forecast of all cities in a certa@gion). To accommodate this type
of request, the relationship between one data &edhthe others will be considered.
Although the retrieval of multiple data items i thrimary objective, the proposed
scheme also considers single data item retrievals,Tthe application of this scheme

is not limited to either case.

In order to be able to organise the placementaddirast data items, it is essential to

obtain information about the behaviour of mobileenssin accessing the broadcast
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information. To find the query access patterns obifa clients, either one of the
following mechanism may be incorporated. One i€dflect the access information
from each mobile client at regular interval; them®l is to determine the access
information from the behaviour of offline or desgtasers with the assumption that
the same data items are accessible through threetté hus, it can be assumed that
offline users and wireless users have similar acpagterns. Once the query patterns
information is received by the broadcast serves stiatistics will be compiled and the
broadcast organisation scheme will be implemerfbetne analysis on query patterns
and access information has been reported by theoMiét research group in (Adya
et al ,2001). It was also found that the querygrag of mobile and stationary users

accessing information via the internet do not djofdlow the zipf distribution.
3.4.1 Without Replication

Let denoted = {d,;, &.... di}, be a set of data items to be broadcast by theege
andQ as a set of querie€){,Q,,...,Q.}. In this case, it is assumed the data item has
an equal size and the order of the retrieval caarbierary, which means if any of the
required data by, arrives in the channel, it will be retrieved fireiach queryQ;,
accesses a number of data it¢msherej [0 D. The broadcast channel is indicated by
C, and the length of the broadcast cycle in a cHasmgven byBC. Let denotes the
broadcast schedule &= {d., d,....d}. Similarly, the broadcast program for each

channel is defined b$C
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Figure 3.7. Broadcast ordering scheme —without replication

This scheme is depicted in Figure 3.7. The firagstis to list the data items in a
sequence order. The second stage is to analyselétenship between data items
and calculate the access frequency of each palataf item according to the given
guery patterns. The final stage is to order thesd data items based on the value
of the access frequency in a descending order.e§ubstly, they are placed into one
or more broadcast channels. The number of broaddzstnels will follow the

requirement of the optimum number of channels requio broadcast the data items.

A detailed mechanism of this scheme is describddllasvs:

» Firstly, the data items will be ordered based on the popubf the item in each
guery. The popularity of data items is decided iy access frequency of each

data item given by each query@n Subsequently, the data items will be sorted in
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decreasing order of value of access frequency. rékalt will be temporarily
stored inST1,and incorporated into the final broadcast or8after the second

stage is finalized. The algorithm of this staggi&n in Figure 3.8.

Algorithm 1. Broadcast Ordering Algorithm — Stage 1

Input: An array of data itemdX), queries Q;) with their related data itemg)(
and the total number of data items to be broadoast
Output: An array ofbroadcast progranS({ )

Procedure:
1. Initialisei=1,T=0
2. Dowhileis m

3. For n =1 toQmax

4, Count the frequencydyin Q,

5. Store and cumulate the resutemporary variablé
6. If Qmax then

7. STJ@) =T

8. ClearT

9. End if

10. Next n

11. increment

12.L oop

13.Check the largest value 8irl
14 Ordered the valu8T1such thaST1(1) = ST1(2) >...> ST1(m)
15.End Procedure

Figure 3.8. Stage 1 algorithm — without replication

» Secondlythe relationship between one data item and theratill be analysed.
The access frequency of each data item in reldboather data items will be
assessed from each queryQn This stage is required in order to group the

related data items close to each other. Thus, uh@er of calculations required

for this purpose will be W , mis the total number of data itemsDn

Figure 3.9 illustrates this stage. It shows thahedata item to be broadcast will
be analysed for its relationship with other da¢an based o€. The calculation

is done in a sequential basisin Figure 3.9 reads the data item number. This
process iterates until each data item has beenamuf single process includes a

two-way relationship of the data. Figure 3.10 dispam example where there are
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5 data items to be broadcast. Each data item witdunted for its relationship
with the next sequence of the data item from gi@emhe double point arrows
indicate the two-way relationship of the two datathis caseD = {d;, d;, ds, d,,
ds}, and count the frequency of the two data itemhijctv appear at the same
time in a query. Start fromk which iscounted towards the relation with the next

sequences of the data item that,isds, d;, ck.

N

<

Figure 3.9. The architecture of the proposed method

@

/ e

/
&

(i) (ii) (i)

(iv)

Figure 3.10. An example of the proposed method process

This process continues sequentially unttl data item. After all data items have

been analysed, they are sorted in non-increasiagrobased on the access
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frequency with other data items, and store& T2 Each allocation will involve
two data items. If there is a duplication of daeamis withinST2 then data items
with the highesST2valueare kept and the rest are removed. Figure 3.11show

the algorithm of the second stage.

Algorithm 2. Broadcast Ordering Algorithm — Stage 2

Input: An array of data itemd), queries @) with their related data itemg)( and the total
number of data iten (m).
Output: Array of broadcast prograr872.

Procedure:
1. Initialise i=1,T=0
2. Dowhilei<m

3 For k=(+1)tom

4 For n =1 toQmax

5. Count the frequencydfetrieved at the same time wittkin Q,
6. Store and cumulate the resutemporary variablé&
7 If Qmax then

8 TDarray(d, d) =T

9. ClearT

10. End if

11. Next n

12. Next k

13. increment

14.L oop
15.Check the largest value TDarray
16.0Ordered the value ifiDarray from the largest to the smallest value such Tizrray (1)
> TDarray (2) =...> TDarray (max)
17 The coordinate value for ea@array determine the data item
18 Place the coordinate value for eddbarray to ST2with the non-increasing ordeCheck
for any duplicate data item withifiDarray. Data item can only appear one for each cycle.
Thus, in case there is any duplication, data itath the highesTDarrayvalueare kept
and the rests are removed.
19.End Procedure

Figure 3.11. Stage 2 algorithm— without replication

» Thefinal stageis to combine the result of the first and secalages orIST1
and ST2 correspondingly to form a single broadcast or8emlhe allocation is
started by moving data items #T2 into S also innon-increasing order. This
process continues until just one access frequesciefi to be processed.
Subsequently, the result from tBd1is obtained, analyze it againSt the data
item in ST1that has existed i8 will be discarded. The left over data item is put

into Sin non-increasing order as well. The broadcast oldnen allocated over
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multiple channels. Assuming the required numbedaif items for each channel
is known, which is indicated B3C, once theBC is reached, the subsequent data
items will be broadcast in another channel. Therdlgm of this mechanism is

given in Figure 3.12.

Algorithm 3. Broadcast Ordering Algorithm — Stage 3

Input: Two arrays oBroadcast schedulST1 and ST2 optimum length of
broadcast cycle in a chann8lQ)

Output: An array ofFinal Broadcast prograng), two dimensional array of
broadcast program for each chanr&I)(

Procedure:
1. For i = 1 toST2(max
MoveST2; to S
Next i
. For i = 1 toST1may
Check ifST1; exists inS
If ST:I.(i) O Sthen
skip
Else
o. MoveST1) to Snaxa
10. End if
11.Nexti
12.Let channel number x
13.nitialisex=1,i =1 =1,k =1
14.Do Whilei < Smax
15. If k< BC

PN GOAWN

16. €, j) =S()
17. incremerjt
18. Else

19. if k> BC then

20. k=1;j=1
21. X=X+1

22. end if

23. Endif

24. increment
25. incrementk
26.L oop

27.End Procedure

Figure 3.12. Final stage algorithm-without replication

A knowledge of the broadcast order enables us term@e the sequence of data
items that minimise the average access time. Theis®ie to consider is to specify
the broadcast program. The broadcast program tedi¢he schedule of the first item
in S at the broadcast cycle, and the sequential iteffesM the order that has been

generated. To achieve the most effective broadpesgram, one must note the
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statistical patterns of users when they startriisteor probing into the channel. For
example, assume the pattern follows the behavidunoomal distribution. The

broadcast ordeEC and SIC can be allocated to the program in such a way thea

average access time can be minimised. For instdmsaes done by allocating the first
item in eachSC and SIC at point 3/4 in the broadcast program. This poan be

chosen to minimise the chance of clients missirgdata of interest and having to
wait for the subsequent cycle. In this way, theamigj of requests are served within
a single broadcast cycle. However, this means ai@ft of requests have to wait for
a short time period but the overall performancé vel better since only a fraction of
requests needs to wait for the next cycle. The dwast program can then be

generated at regular intervals.
3.4.2 With Replication

This scheme is similar to the previous broadcaderimg and scheduling scheme
without replication except that in this case aaartdegree of replication is applied so
that data items with high access frequency willbbeadcast more often than the

others.

This scheme is partially replicated in a sense thay data items with access
frequency greater than one will be replicated tedain order. The data items with
one or less access frequency will be located ireparste broadcast channel. An
example is depicted in Figure 3.13. In Figure 3th8, first stage contains the list of
data items with their frequency of occurrence. Tiext stage analyses the
relationship between data items, and order thdtreased on the access frequency of

the pair of data item in each query based on teeyquatterns. In the third stage, the
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pairs of data items with access frequency gredian . are allocated to a separate
channel. Subsequently, they are organised in aigesiay so that pairs with greater
access frequency arrive more frequently in the mblaiThe pairs of data items with
access frequency one or less will be organisedestehding order based on the
access frequency with no particular arrangemetteflata items and no replication
involved. The final result of the broadcast progreamtwo channels can be split

following the optimum number of channels requiredtoadcast the data items.

Stage 1:
‘ dx ‘ dx+1 ‘ dx+2 ‘ dx+3 dX+4 ‘ dx+5 ‘}g:gtﬁnems
Stage 2:
/ Query Patterns
Stage 3:
‘{ dx: dx+l}‘{ dx+2: dx+3}‘{ dx+4x dx+5} ‘{ dx+6: dx+7} ‘{ dx+8x dx+9}{ dx+101dx+ll} ‘
f(3y.2)  (3y,1) f(2y.2) f(2y,1) f(y.2) f(y,1)
Stage 4:
Channel 1 Channel 2
‘{ dx: dx+1}{ dx+2x dx+3}{ dx+4x dx+5}{ dx+6r dx+7} ‘ ‘{dx+81 dx+9} | { dx+10: dx+11} ‘
f(3y,2) f(3y,1) f(2y.2) f(2y.1) f(y.2) f(y.1)
Channel 1
‘{ dx: dx+l}{ dx+4x dx+5}{ dx: dx+l}{ dx+6: dx+7}{ dx+2: dx+3}{ dx+4x dx+5}{ dx+2: dx+3} ‘{ dx+6: dx+7} ‘
f(3y,2) f(2y,2) f(3y,2) f(2y,1) f(3y,1) f(2y,2) f(3y.1) f(2y.1)

Figure 3.13. Broadcast ordering scheme — with replication

A detailed mechanism of the steps is describedllasvk:

» Firstly, the access frequency of each data item givenQbis calculated.

Subsequently, the data items will be sorted inekesing order of value of access
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frequency. The result will be temporarily storedSm,. The algorithm of this

stage is given in Figure 3.14.

Algorithm 1. Broadcast Ordering Algorithm — Stage 1

Input: An array of data itemd)), queries Q;) with their related data itemg)( and the total
number of data items to be broadcas}. (
Output: An array ofbroadcast progranS({)

Procedure:
1. InitialiseT=0
2. Dowhilecounterlk m

3. For counter2= 1 toQmax

4. Count the frequencyda&merlin QcoumerZ

5. Store and cumulate the resulémporary variabl@
6. If Qmaxthen

7. STJ(coumerl): T

8. ClearT

9. End if

10. Next

11. incrementounterl

12. Loop

13.Check the largest value 8ir'l
14.Ordered the valu8T1such thaST1(1) = ST1(2) =...=2 ST, (M)
15. End Procedure

Figure 3.14. Stage 1 algorithm— with replication

Secondly the relationship between one data item and theratill be analysed.
The access frequency of each data item in reldboather data items will be
assessed from giveD. This stage is required to allocate the relatad dlams so

that they are close to each other. Thus, the nuofelculation required for this

mx (m-1)
2

purpose will be , mis the total number of data itemsDn Each data

item will be counted for its relationship with thext sequence of the data item

from givenQ.

This process continues sequentially unttl data item. After all data items have
been analysed, they are sorted in non-increasiagrobased on the access
frequency with other data item, and storedTiDarray. Each allocation will

involve two data items. Figure 3.15 shows this estalgorithm.
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Algorithm 2. Broadcast Ordering Algorithm — Stage 2

Input: An array of data itemdX), queries @) with their related data itemf)( and the total number
of data item (m).
Output: Array of broadcast prograriDarray).

Procedure:
1. InitialiseT=0
2. Dowhile counterl<m

3. For counter2= (counterl+ 1) tom

4. For counter3= 1 toQmax

5. Count the frequencydaunennretrieved at the same time witthounter2in Qcounters
6. Store and cumulate the resutemporary variablé
7. If Qmax then

8. TDarray (dcountert, eounter2) = T

9. ClearT

10. End if

11. Next

12. Next

13. incrementounterl

14. Loop

15. Check the largest value TDarray

16. Ordered the value iDarray from the largest to the smallest value such Tizdrray (1) =
TDarray (2) =...= TDarray (max)

17.The coordinate value for eag@lDarray determine the data item

18. End Procedure

Figure 3.15. Stage 2 algorithm — with replication

Thirdly, the broadcast data is split into two channels. gairs of data items in
the TDarray, the data items are separated based on the dicpssncy. Pairs of
data items with access frequency greater than mmellacated to one channel,
whilst the rest are in another channel. An exargpléhis stage can be seen in
Figure 3.13. As shown in the Figure, there arepsixs of data items, each of
which is unique. The access frequerdyir(dicates how many times the pairs are
accessed based on the query patti€By,1) means the relevant data items have
three times appeared consecutively in the list wdrg patterns 3, and one
reads as pairs that have the related access fregudaving allocated the data
items with greater than one access frequency &parate channel, the order of
the items is then organised in a certain mannee. ddta items with high access
frequency will be broadcast more frequently thasm akthers. Figure 3.13 stage 3

depicts how to organize the data items. In casee tiseduplication of data items
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within two pairs, then one of them is kept and akteer is removed. Figure 3.16

shows the algorithm of this mechanism.

Algorithm 3. Broadcast Ordering Algorith — Stage3

Input: An array of data itemdD), the total number of data items)( TDarray
Output: Array of broadcast prograr${2)
Procedure:

1.

Initialise counterl= 0, counter5= 0

2. Find the highest access frequency Darray, and allocate it tcounter 1
3. For counter2=counterlTo 2Step-1

4. For counter3=i to (m-1)

5. For counter4= (i+1) tom

6. If TDarray(counter3 counter) = counter2 Then

7. counter5= counter5+ 1

8. Store the result in temporavg dimensional array (arrayl)
9. array1(counter2 counter§ = counter2

10. End If

11. Next

12. Next

13. counter5=0

14. Next

15.Initialise counter2= 1

16.Do

17. Do While arrayl(counter] counterd <> Empty

18. For counter3=i to (m-1)

19. For counter4= (i+1) tom

20. If TDarray(counter3 counter) = array1(counterl counterd Then
21. Store and cumulaterdgmilt €ounter3 counterd in temporary arrayafray?)
22. Initialiseounter5= 1

23. For counter6=i to (m-1)

24, For counter7= (i+1) tom

25. If array1(countert1, counter§ <> Empty Then
26. If TDarray(counterg countery = arrayl(countertl, counter§ Then
27. &t@nd cumulate the resutibunterg countery in temporary arrayafray?2)
28. counter5= counter5+ 1

29. End If

30. Else Exit For

31. End If

32. Next

33. If array1(countert1, counter§ = EmptyThen

34, Exit For

35. End If

36. Next

37. counterzounter2+ 1

38. End If

39. If arrayl(counterl counterd = EmptyThen

40. Exit For

41. End If

42. Next

43. If array1(counter] counterd =Empty Then

44, Exit For

45. End If

46. Next

47. L oop

48.  counterl = counteril

49. counter2= 1

50. Loop Until counterl< 2
51.For counterl= LBound@rray2) To UBoundérray?2)

52. Check for replication for every two pairfsdata items
53. Eliminate the duplicate data

54, Store the result 8T2

55. Next

56.End Procedure

Figure 3.16. Stage 3 algorithm — with replication



117

Thefinal stageis concerned with organizing the data items indtier channel.
The ST1landTDArray, which contains one or less access frequency is ioechb
The process begins by allocating the data iteffDArray into ST3also innon-
increasing order. Subsequently, the result fronShiis taken, analyse it against
ST3 the data item iISTL that has existed BT3will be discarded. The left over
data item is put inté&&T3in non-increasing order as well. The algorithm of this

mechanism is given in Figure 3.17.

Having applied all the four stages, the final biceesd program is then available

from ST2andST3 This program can be generated at regular interval

Algorithm 4. Broadcast Ordering Algorithm — Final Stage

Input: Two arrays oBroadcast schedul&T1 and TDArray
Output: An array ofBroadcast prograns({3

Procedure:

1. For counterl=ito (m-1)

2. For counter2= (i+1) tom
3 If TDarray(counter] counterd =1 Then

4. Store and Cumulateynter], counter? to temporary arrayafrayl)
5. End if

6. Next

7. Next

8. For counterl= LBoundg@rrayl) To UBoundérrayl)

9. Check for replication for every two paifsiata items

10. Eliminate the duplicate data

11. Store the result RT3

12. Next

13.For counterl= 1 toSTLmax

14. Check ifST1(counter) exists inST3

15. If ST; (counterl)d ST3then

16. skip

17. Else

18. MoveST1(counterl)to ST3hax+1
19. End if

20. Next

21. End Procedure

Figure 3.17. Final stage algorithm— with replication
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3.5 Performance Evaluation

This section evaluates the performance of the megalata broadcast management
schemes. The evaluation is divided into two parsoeding to the proposed
strategies: (a) determining optimum number of becaat channels, and (b)
formulating broadcast ordering and scheduling selsemThe simulation is carried
out using a simulation packadgd@lanimate, animated planning platforms (Seeley,
1997). Planimaféis a software platform designed for prototypingyeloping and
operating highly visual and interactive businespliegtions. It is a discrete event
simulation and end user application developmentfgsta. The Planimaf® visual

platform incorporates several fundamental, builtapabilities such as:

animation,

« handling of concurrency,

« visual workflow modelling,

+ dynamic time-based modelling (simulations),

+ tools to create interactive GUIs.
These fundamental capabilities - animation, commay, workflow modelling, and
time-based modelling - are not present in otheualiglatforms such as Visual

Basic™, or Spreadsheets, etc.

The platform is designed for inter-operability afod TCP/IP networking. It was
written in C++, and included its own sophisticaamation and interactive GUI
(IFlow™). It is a truly object-orientated in desigiPLANimate™ runs under

Windows. Appendix A provides further details orstimulation platform.
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3.5.1 Determining Optimum Number of Broadcast Channels

This evaluation section relates to Chapter 3.3 hid thapter. Three cases are
introduced, which represent the three categoriesnedemand model, namely: pre-
determined request, request arrival rate (liglitd) and request arrival rate (highly
load). In these cases, the analytical models apéiedpto determine the optimum

number of broadcast data items. Simulated evahstiave been developed to verify

the results of the analytical models.

e Simulation Setup

In the simulation environment both arrival rate asdrver service time is
exponentially distributed with a given average ®alln the simulation model, three
facilities are built to behave as multiple mobilerts, the simulation process is run
for five iteration times, and derive the averagsulteaccordingly. Each evaluation
includes requests that return one or more numbeemb. Subsequently, the request
is classified into two scenarios: one is uniforrguest and the other is non-uniform

request. Table 3.2 and 3.3 contains set of paramet®ncerns.

Table 3.2. Parameters of concern - determining optimum number of channels

Parameter | Description | Initial Value

Broadcast channel

X | Total number of Broadcast ltems | 450
On demand channel

n Number of request (pre-determined number) 50

by Uplink Bandwidth 9600 bytes

Broadcast and On demand channel
bs Downlink Bandwidth 19200 bytes
S Size of each data item 1000 bytes




Table 3.3. Set of parameters for Uniform and Non-Uniform request

120

Number of Returned 1 2 3 4
Data items (d)
Non-Uniform Request
Frequency of 0.4 0.3 0.2 0.1
Occurrencef}
Uniform Request
Frequency of 0.25 0.25 0.25 0.25
Occurrencef}
Non-Uniform and Uniform Request
Size of Request (r) 50-10d 101-150 151-200 201-250
bytes bytes bytes bytes
Service Rate (M) 4 request 3 request 2 request 1 request
per sec per sec per sec per sec

Performance Results

Case 1. To find the optimum number of broadcast items vaithre-determined

number of requests (uniform and non-uniform recg)est

This case is categorized into a pre-determined eurabrequests with uniform
and non-uniform request. As shown in Figure 3.tL8jas to find the cross line of
on-demand channel and broadcast channel. The avacagss time of on-demand
channel is the threshold point, which appearsstraight line since the number of
broadcast items does not affect its value. Thersetgion point indicates the

optimum number of broadcast items in a channel.

From Table 3.4, it can be seen that (see perforenanalysis of this section for
accurate results) the optimum number of broadd¢astsi with uniform request,

that is between 390-400 data items (analyticalltlesand 400-410 data items
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(simulation result). Similarly, Table 3.5, show tbptimum broadcast items for

non-uniform request.

Case 2. Include this arrival rate of reque) @s a parameter in this simulation.

It is specifiedh = 1 per two seconds, to obtain server utilizatier.

As shown in Figure 3.19, the on-demand channebped well when the traffic

request is low. The broadcast channel seems to thaatocate its data items in
every 10-15 data items to a new channel to keewitlpthe performance of on
demand channel. However, this is not a good came $she number of channels

may be excessive and the bandwidth may be exclyssiasted.

Case 3: In this case, request arrival rate is specified, agl per second to obtain

server utilizationp >1.

Figure 3.20 denotes the optimum number of itemsnwihe server is at heavy
load. Figure 3.20 (a) shows the optimum number rofaticast items with a
uniform request, which is approximately 300 datemg from both the analytical
and simulation results. However, there is a gapvéen the analytical and
simulated result in Figure 3.20 (b) when involviagnon-uniform request. The
explanation for this might be due to the exponéudigribution of the arrival rate
affecting the result quite substantially for thedemand channel, especially when

the server is overloaded with the processing ofuntiform requests.
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Table 3.4. Average access time of on-demand and broadcast channel (pre-determined number of
requests with uniform requests)

Access Time of Broadcast Channel and On Demand Channel (Simulated & Analytical)
Pre-determined Number of Request — Uniform Request

On-Demand Channel

Analytical Average
Access Time (sec)

Simulated Average
Access Time (sec)

10.3458

10.3013

Broadcast Channel
Number of Analytical Simulated
Broadcast Average Average
Items Access Time Access Time
(sec) (sec)
10 0.394 0.396
50 1.454 1.0991
100 2.758 2.326
150 4.061 4.183
200 5.363 5.279
250 6.666 7.8675
300 7.968 8.373
350 9.270 9.943
400 10.572 10.173
450 11.874 11.295

Table 3.5. Average access time of on demand and broadcast channel (pre-determined number of
requests with non-uniform requests)

Access Time of Broadcast Channel and On Demand Channel (Simulated & Analytical)
Pre-determined Number of Request — Non Uniform Request

On-Demand Channel

Analytical Average
Access Time (sec)

Simulated Average
Access Time (sec)

8.617

9.196

Broadcast Channel
Number of Analytical Simulated
Broadcast Average Average
Items Access Time Access Time
(sec) (sec)
10 0.375 0.396
50 1.429 1.0466
100 2.733 2.794
150 4.035 4.0075
200 5.338 6.339
250 6.640 7.925
300 7.942 8.3725
350 9.244 9.725
400 10.546 10.63
450 11.849 12.189
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Figure 3.19. Optimum number of broadcast items with server utilisation © <1 (uniform and non-

uniform requests)
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Figure 3.20. Optimum number of broadcast items with server utilisation © > 1 (uniform and non-

uniform request)
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» Performance Analysis

Table 3.6 shows the optimum number of broadcastsitéerived from the proposed
analytical and simulation results for the threeesa3 he analytical calculation differs
about 5 percent on an average from the simulatidues. It mostly presents a lesser
value than the simulation. Thus, the analytical ei®dan be considered very close to
the actual values. Subsequently, having known ftgnam number of items in a
broadcast channel, it can be decided how many elsare required to broadcast a
certain amount of data items. Consequently, theageeaccess time of broadcast

channel can be optimised.

Table 3.6. Simulated and analytical performance in determining optimum number of
broadcast items

Optimum Number of Broadcast Items
Uniform/ | Analytical | Simulated | Difference | Error
Non Rate
Uniform
Casel Pre- Uniform 391 400 9 2.3%
determined
Number of Non 325 311 14 4.5%
Request Uniform
Case 2 Server Uniform 15 16 1 6.2%
Utilization
<1 Non 12 12 0 0%
Uniform
Case 3 Server Uniform 300 305 5 1.6%
Utilization
>1 Non 170 205 35 17.1
Uniform %
AverageError Rate: 5.28%

3.5.2 Formulating Broadcast Ordering and Scheduling Schemes

The previous performance evaluation section shbestcuracy and effectiveness of

the proposed analytical models to determine themopdt number of broadcast



127

channels. In this evaluation section, the perfomeanf the proposed broadcast
ordering and scheduling schemes (without and wafplication) are studied. This

evaluation section relates to chapter 3.4 of thagpter

* Without Replication

This section studies the performance of the praposeadcast ordering and
scheduling method without replication. The proposatheme is analysed and
compared with the conventional method. The conweati method relates to an
arbitrary method when the data items are broadoaah arbitrary sequence. To
determine the optimum number of items in a charthel,proposed scheme as given

in Section 3.3 of this chapter is applied.

The simulation environment is set to apply expoiakiwdistribution for data items’
inter-arrival rate given an average value. The kitimn is run for thirty iterations,
and derives the average result accordingly. Inginery profile, request that return
one and more number of items are considered. Angea, which indicates the
number of dependent items in the query needs tebermined. Subsequently, both
situations where the access frequencies of eaaly que uniform and varied, will be

analysed.

In this simulation, the statistical patterns oremscpatterns of users probing into the
channel are set to follow the behaviour of normatrithution. The parameters of
concern for this study are given in Table 3.7. Témults of this study are shown in

Figure 3.21 and Figure 3.22.
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Table 3.7. Parameters of concern — broadcast ordering
and scheduling scheme without replication

Parameters Value
Size of each data Item 2KB
Number of Data Items 30 and 45
Bandwidth 64Kbps
Query Patterns/Profiles 10
Number of Dependent Items in Query 1-4
Number of Broadcast Channel 3
Number of Request 30

It can be seen from Figure 3.21 that the proposddrimg and scheduling scheme
outperforms the conventional method with an aveegess time that is about twice
less. The access frequencies have also been \farieghch query pattern, and it

results in a slightly lower access time as compé&wdtie uniform pattern frequencies.

In Figure 3.22, the number of data items to be dirast is modified. It can be seen
that the increase of broadcast items severelytaffd® conventional method. The
data items have been increased twice as much amithieer of data items in Figure
3.21, and the result for the conventional one atgis that the access time improves
twice as much. In contrast, the performance resafltthe proposed scheme only
slightly increase or can be considered as minoreases. Consequently, the gap
between the proposed method and the conventiorthbihés larger. The reason for
these two cases is that since the most requeste iire allocated close to each
other, the increase of data items would not afiecich of the overall query
performance. Furthermore, with the same items igqdemany times, the better the

performance will be.
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Proposed Method vs.Conventional Method
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Figure 3.21. Conventional vs proposed method (30 broadcast data items)

Proposed Method vs.Conventional Method
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Figure 3.22. Conventional vs proposed method (45 broadcast data items)

* With Replication

In this section, the performance of the proposexditast ordering and scheduling
method with replication is analysed and compareainag the conventional method
which is when the data items are broadcast witlaowyt specific order. The client’s

probe time of accessing the broadcast channel igdva Since clients can
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independently tune into the channel within a braaticycle, it is interesting to see
how the access time performance will be affectduerd are four different access
distributions that need to be considered, nameljorum, skewed to the left, skewed
in the middle or normal distribution, and skewedhe right. Skewed to the left, in
the middle and to the right is when majority of ttleents start listening to the
channel in the early broadcast cycle, middle ofttuadcast cycle or at the end of the
broadcast cycle, respectively. Uniform access idigion is when the number of
clients accessing the channel at early, middlendrad the broadcast cycle is equally

distributed.

The simulation environment is set to apply expoaémtistribution for data items
inter-arrival rate given an average value. The kitimn is run for thirty iterations,
and derive the average result accordingly. Tharpaters of concern of this study

are given in Table 3.8. The results are shownguareis 3.23 to 3.26.

Table 3.8. Parameters of concern — broadcast ordering and
scheduling scheme with replication

Parameters Value
Size of each data Item 2KB
Number of Data ltems 20 and 40
Bandwidth 64Kbps
Number of Query Patterns/Profiles 10
Number of Dependent Items in Query 1-4
Number of Requests 5-30

In Figure 3.23, the proposed scheme outperformsctmentional method with
about half the average access time. Figure 3.2i¢tdepe access time performance
while the number of broadcast items is 40. It isvah that the result follows the

trend in Figure 3.23 with a slight increase in élseess time in both schemes.
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Proposed Method vs. Conventional Method
(uniform access distribution)
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Figure 3.23. Conventional vs proposed method (20 broadcast data items)

Proposed Method vs. Conventional Method

(uniform access distribution)
Number of Broadcast Items = 40

‘ —&— Conventional Method —[3 - Proposed Method ‘
8
7.5 P . TS —®
71 ~—
o 6.5 1
1%
K2 6 1
o 5.5 1
£
= S
1) 4.5 1
3 44
3 35
2 . O-—-——=— F———— F————- F—-———- o]
%) 37
e 251
g 2]
< 15 1
1
0.5 1
0
10 15 20 25 30

Number of Requests

Figure 3.24. Conventional vs proposed method (40 broadcast data items)

Figures 3.25 and 3.26 show the access time perfmenaf the proposed method
with uniform and skewed access distribution. Thsults suggest that when the
majority of clients start probing into the chanatthe early cycle, the average access
time is the lowest of all. On the other hand, wtiemajority of clients start listening
into the channel in the middle of the broadcastlesythe average access time

increased, and is the highest among the otheitdigtms.



132

The reason can be explained as follows: the praposethod organises the data
items in non-ascending order based on the acaagsency. The data items with the
highest access frequency are broadcast more fridguban the others and are
located in early broadcast cycle. Therefore, wtheraccess distribution is skewed to
the left, the average access time is the lowest bilmvever, when the access
distribution is skewed in the middle, the majomtyrequests may need to wait for
approximately a half of the cycle before the nextle arrives, which has the most
requested data items located at the front. The saason applies to the case where
the access distribution is skewed to the rightsTdauses the majority requests to

wait for about a quarter of the cycle to obtainrtdesired data.

Proposed Method

(uniform vs. skewed access distribution)
Number of Broadcast Items = 20
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Figure 3.25. Proposed method (uniform vs skewed access distribution): 20 broadcast data
items
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Proposed Method
uniform vs. skewed access distribution
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Figure 3.26. Proposed method (uniform vs skewed access distribution): 40 broadcast data
items

3.6 Discussion

This chapter presented data broadcast managentmemias to optimise and minimise
the query access time of mobile clients when nétriebroadcast database items. The
proposed method is divided into two stages: (idéwelop analytical models and
utilise the analytical models to determine the rapth number of data items in a
channel, (i) to investigate broadcast scheduding allocation schemes that concern
with access patterns of mobile client accessing Wteadcast data items. These
schemes are further classified into two categoriasely a broadcast programth

replication andwithout replication

Extensive simulation experiments have been caoigdo observe the performance
of the analytical model in determining the optimbrmadcast items. It is found that
the analytical results are considerably very ctosihe simulation ones. Following the

verification of the analytical model, the perforroanof the proposed broadcast
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scheduling and allocation schemes as compared docomventional method, is
investigated. Conventional strategy is widely uas@ broadcasting scheme when the
data items are broadcast in an arbitrary sequdhds. learnt that the proposed
scheme provides a substantially lower access timehe case of the broadcast
program with replication, the access distributionglients accessing the broadcast
program is evaluated. There are four different s&cdistributions that are
considered, namely: uniform, skewed to the lefevatd in the middle or normal
distribution, and skewed to the right. The resuljgests that when the majority of
clients start probing into the channel at the eeytle, the average access time is the
lowest of all. On the other hand, when the majauit clients started listening into
the channel in the middle of broadcast cycle, tleage access time increased, and is

the highest among the other distributions.

3.7 Conclusion

Data broadcasting is an effective way to keep uf thie number of clients in a cell
and their frequency of requests. Mobile clients @ble to retrieve the required data
without sending any request to the server, whickultein power conservatoin.
However, with the increased number of items, thdopmance of the broadcast
scheme will deteriorate since clients have to vi@ita substantial amount of time

before receiving their desired data items.

To maintain the performance of the broadcast gyateer a large set of broadcast
items, an optimal broadcast channel to determieeofitimum number of database

items to be broadcast in a channel is introducBok optimum number is used as an
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indication of when the broadcast cycle needs tosplé into different channel,
forming multiple channels. Subsequently, broadoagéring and scheduling schemes
are proposed in order to further reduce the quecgss time of clients obtaining
desired data items over the broadcast channeleTSw®mes are classified into two

categories, namely: a broadcast program with r&mic and one without replication.

The main contributions of this chapter are sumredras follows.

+ Analytical Model of On-demand Query is preseniédakes into account the
server service rate, request arrival rate, numbeequests, size of request,
number of data item to be retrieved by each requgdink and downlink

bandwidth.

+ Analytical Model of Broadcast-based Query is pnésg. The analytical
model of the broadcast channel is calculated baselvariety of factors like
the number of data items to be broadcast, the nuwibdata items to be

retrieved by each request, size of data item, andwidth.

+ Optimum Number of Broadcast Channel is presentéd. analytical models
for both the broadcast and on-demand channels ke to locate the
optimum value of broadcast items. The access tinbleeoon-demand channel
is used as a threshold point. Several factors altent into account, which
include: request arrival rate, service rate, nunabeequest, size of data item,
size of request, number of data item to retriewnd, @andwidth. The optimum
number of broadcast items is changed dynamicafheéing on the value of
these factors. A simulation model has been devdlofe observe the

performance of the analytical models in determirting optimum broadcast
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items. It is found that the proposed analytical elasl considerably close to

accurate as compared with the simulation results.

+ Data Broadcast Ordering and Scheduling Schemethouti Replication is
presented. This scheme is concerned with the flaadzast program. It
orders and schedules the data items in the braadoasnel in such a way
that most clients will have a minimum query accémse. Simulation
experiments have been carried out to analyse thm@rpence of this
proposed scheme. It is found that the proposeansehprovides a
substantially lower average query access time awmpaced with the

conventional method.

+ Data Broadcast Ordering and Scheduling Scheméh-Raplication is given.
This scheme is concerned with the non-flat broadgasgram. This scheme
considers a certain degree of data replicatiorrd@adrast the highest access
frequency more often than the others. Some perficenavaluations have
been carried out to analyse the performance optbposed scheme. Based
on the simulation results, the proposed schemebie & provide a
substantially better average query access time aspared wih the
conventional method. The result also indicates ¢hatts who begin listening
into the channel at the early broadcast cycle ebllain the lowest access

time.

However, it should be noted that this chapter isceoned with query access time

only, and since there is no broadcast directorghvlgts clients know when each of
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the data items is being broadcast, clients willhs listen or tune in to the channel
from the time they probe into the broadcast chaongl the desired data items are
received. Although, this chapter attempts to msarthe query access time, clients
will still have to consume a substantial amount pmiwer when listening to

unnecessary data items.

The next chapter (Chapter 4) introduces the braddndexing scheme which will
enable clients to efficiently and effectively obtadata items of interest over the

broadcast channel.



Chapter 4

| ndexing Schemes for Multi-channel
Data Broadcasting

4.1 Introduction

Broadcast indexing is a desirable technique to yappl a mobile broadcast
environment due to its ability to provide accurnafermation so that a client can tune
in at the appropriate time for the required datae(LLeong and Si, 2002). In this
scheme, some form of directory is broadcast aloitigtive data, the clients obtaining
the index directory from the broadcast and usingnitsubsequent reads. The
information also contains the exact time of theadat be broadcast. As a result,
mobile clients are able to conserve energy by &mitcinto power saving mode or

doze mode and back to active mode when the dataist to be broadcast.

However, the presence of the index in the broadcgde will greatly affect the
guery access time. It was claimed that the bestsactime is when there is no index

broadcast along with data items (Imielinski et1894). However, clients will then
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waste their battery power listening to unnecesdatg until the desired data arrives.
The following two methods are optimal in the onmelnsional space of access time

and tuning time.

* Optimal access time: The best access time occues wh index is involved in
the data items. The broadcast cycle is minimahis Wway. However, the tuning

time in this case is worse.

» Optimal tuning time: The server broadcasts thexrsdgment at the beginning of
each broadcast cycle. Mobile clients that requatadtems with primary ke
tune into the channel and wait until the beginraighe next cycle. Clients can
switch to doze mode until the next broadcast cglives to obtain the index. It
then follows the index pointer to the data itemshvihe primary keyN. This
scheme provides the worse access time becausdidhiehas to wait until the

beginning of the next cycle. However, the tunimgetis minimal.

It is definitely of interest to obtain an efficiemdexing structure for broadcast
databases that reduce the client’s tuning timeewhéintaining the query access time

as low as possible.

The next sections of this chapter are organizeilmsvs. Section 4.2 provides the
outline of this chapter in detail. It is then falled by the proposed indexing schemes
for traditional queries in Section 4.3. Section #€xplains the proposed Global
indexing scheme for location-dependent queries. ti@ec4.5 presents the
performance evaluations of the two categories dixnbroadcasting schemes.

Section 4.6 describes the architecture of the pegdroadcast system and the index
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maintenances. Section 4.7 provides discussion gnctiapter. Finally, section 4.8

concludes the chapter.

4.2 Preliminaries

This chaptempresentsgdata broadcast indexing schemes for minimisirgnté tuning

time and power consumption and maintaining a vevy dverall query access time
when retrieving broadcast database items in medtiphnnel environments. The
proposed schemes are classified into two categbased on the type of queries

involved, namely: Traditional Queries, and Locatidependent Queries.

Traditional queries are related to queries whictaiobnon-location dependent data
or the query results do not depend on the clienifsent location. This is different
from location-dependent queries where the queryliteesire based on the client’s

location and thus the data involved is categoréselbcation-dependent data.

In this thesis, both types of queries are studizepending on the service given by
the wireless information provider, this thesis pdesg efficient broadcast indexing
schemes, which are tailored to serve location digrgndata as well as non-location
dependent data. Figure 4.1 shows the frameworki®thapter within the broadcast-

based information system.

In general there are two indexing methods, nantbly:index tree method and the
signature method (see Chapter 2). This thesis mcaroed with the index tree

structure in a multiple-channels broadcast enviemmrlhe advantages of the index-
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tree structure over the signature method include wer consumption, shorter-

tune in time, and random data access (Hurson angd 2005).
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Figure 4.1. Chapter framework

This thesis introduces three broadcast indexingereels over multi-channel data

broadcasting for traditional queries, namely: (Qn#replicated indexing scheme

(NRI), (ii) partially-replicated indexing scheme RP, and (i) fully-replicated

indexing scheme (FRI). These three indexing scheane designed based on Bie

tree structure.
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The B" tree structure has the advantage of having all plaitzters stored on the leaf
nodes, which is considered better than storing paiaters in the non-leaf nodes like
the originalB trees (Elmasri and Navathe, 2003). Consequelhidystructure of the
leaf nodes differs from the structure of non-leafles, which makes it easier for a
mobile client to interpret the nodes. Moreover, wid of the leaf nodes are at the
same level, it guarantees that no nodes will ba &igh level which may cause
unbalanced distribution and thus a waste of barttinsthce the proposed schemes
are concerned with index replication and partitigniin - multiple-channel
environments. When being broadcast, each physidater to the neighbouring leaf
node, as well as an actual data item, is replagedtine value, which indicates when

the leaf node or data item will be broadcast.

The NRI scheme is designed where the entire intiexctare is partitioned into a
number of disjoint and smaller indices. Each ofséhemall indices is placed in a
dedicated index channel. This is slightly differédrdm PRI or what is called the
Global Indexing scheme in such a way that it hasesdegree of replication while
NRI has none. Each index channel has a differerttqiahe entire index structure,
and the overall structure of the entire index iis mteserved. The advantage of PRI
over NRI is that clients can tune in to any of iimdex channels and still be able to
find the right pointer to the desired data itemretleough this pointer is located in a
different index channel. However, when the chamelinerable to noise and signal
distortion, the FRI scheme might be the one to idensas this is where the entire

index structure is fully replicated to all availbindex channels. When the
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interruption occurs, the client can move to thesotthannel and retrieve the desired

data items.

* Location-Dependent Queries

In a mobile environment, the kind of informatiomuested is generally location-
dependent; that is mobile client’s location is val& to the information requested, or
the information requested is based on a partidotation (Lee et al, 2002). With a
variety of promising applications, such lasation dependent information services
or so-called LDIS (e.g. traffic reports, news, gation maps, and so on) and
nearest-neighbour queries (e.g. finding the negetsbl station), location-dependent

information services will soon become an integeat pf our daily lives.

Considering the potential of LDIS in the mobileemmmunication industry, the
indexing scheme for traditional queries is modified order to serve location-
dependent queries. With regard to this issue, alnodex architecture called the
Global indexing scheme for location-dependent qigemptroduced. The architecture
of this scheme is based on the partially-replicaiedexing (PRI) scheme for
traditional queries. Similarly, this scheme is &aplin a multi-channel wireless
environment and it is designed to accommodate imtatependent queries in a most

effective and efficient way.

» Traditional and Location-dependent Queries

In this thesis, the proposed broadcast indexingreel for traditional and location-
dependent queries consider the data and index sédmoated in different broadcast

channels. This is due to the consequences of hawatigindex and data in the same
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channel, which causes a trade-off between minigizime time listening to the
channel (or also called tuning time), and the q@egess time. The consequence of
minimizing one of them is the increase of the otfierelinski T., Viswanathan S.
and Badrinath, 1997; Chung, 2005). Thus, sepaf#anel placement of index and
data segments is designed to reduce the confiickdaobtain an optimal method in
the two-dimensional space of access time and tummg Figure 4.2 illustrates the
situation when index segment and data segmenhaeaparate channels. The Figure
shows the access and tuning time to retrieve t&ta#3, which starts from the time
the client probes into the beginning of the indaarmel until the desired data item
has been obtained. With regard to the broadcastximgl performances, the
parameters of concern aiadex access timeclient’s tuning timeand power

consumption.
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| Indexindex(indexKindex| Index Deta Deta‘Data Data | Data | | Index and a ndex|dexnd Inde Index
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Total Access T"T‘es: Total Elapsed Time Total Access Time = Index Access Time + Data g&Téme
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>, 533518
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(a) index and data item in the same ch (b) index and data item in a different channel

Figure 4.2. Integrated and separated index channel
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4.3 Index Broadcasting for Traditional Queries

The broadcast indexing scheme is an effective wagtrieve database items over a
broadcast channel efficiently. This technique ie &b satisfy the requirement of data
retrieval in a mobile environment, particularly nmnimizing the amount of power
consumption (Chehadeh, Hurson and Miller, 2000 iHdexing scheme is able to
reduce the tuning time by providing accurate infation for a client to tune in for

the required data items.

In this scheme, some form of directory is broadedsbg with the data, the clients
obtaining the index directory from the broadcasi asing it in subsequent reads.
The information generally also contains the exaune tof the data to be broadcast.
Figure 4.3 illustrates a tree index used to accodat® 54 data records. The tree
index starts from the root followed by three lemelexes. The first level of the index
consists of three data bucke#d (a2, a3) and each bucket has three pointers to the
data buckets in the next level. Subsequently, thezenine data bucketbl( b2, b3,

b4, b5, b6, b7, b8, b9) in the second level and each of them has thvewgps to the
last level. The box in the bottom level represéhésfinal data bucket and each of the
boxes holds 2 data records. The leaf node level atmtains a pointer which
indicates the time when the data arrives in th@mdlavhich enables mobile clients to
switch to a power saving mode and back to the ectisde when the data is about

to arrive. This mechanism helps clients to conspoxger on their mobile devices.

Figure 4.4 depicts the application of the tree-xnmulp scheme in multiple-channel

environments when the index and data segment eaéelt in a separate channel. The
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Figure illustrates the query processing mechanigmm fthe time a client starts
probing into the index channel until the desirethdgem #6 is obtained from the data
channel. It can be seen from the Figure that clievil be able to conserve power
consumption as they wait for the relevant data itenarrive in the channel. It is
desirable to obtain efficient index broadcastingesce which minimise the index

access time, client’s tuning time and power congiompwhich is the focus of this

) )
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Figure 4.3. A sample tree index
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Figure 4.4. Tree index in a broadcast channel environment
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Considering the advantages of the tree-indexindhan@ism, three indexing schemes are proposed,

namely:

I. Non-Replicated Index (NRI).

il. Partially-Replicated Index (PRI).

iii. Fully-Replicated Index (FRI).

For each scheme, the number of channels requiredotcast a certain amount of
data items is known. The entire index structureldsigned based on thg tree
structure. It consists of non-leaf nodes, and fedfes. A leaf node is the bottom-
most index that consists of up kdkeys, where each key points to actual data items,
and each node has one node pointing to a rightrsidgbouring leaf node. Unlike a
leaf node, a non-leaf node may consist of ug keys andk+1 pointers to the nodes
on the next level on the tree hierarchy (i.e. chddes). All child nodes, which are on
the left-hand side of the parent node, have kayegless than, or equal to, the key
of their parent node. On the other hand, keys itd dodes on the right-hand side of
the parent node are greater than the key of tlaeenp node. When being broadcast,
each physical pointer to the neighbouring leaf na@dewell as the actual data item, is
replaced by a time value, which indicates whenl¢aé node or data item will be

broadcast.

The B' tree structure is more desirable than the origlhdtees since it has the
advantage of having all data pointers stored oneienodes (Elmasri and Navathe,
2003). This is due to the structure of the leafaodiffering from the structure of
non-leaf nodes, which makes it easier for a modlient to interpret the nodes.

Moreover, when all leaf nodes are at the same, lévgliarantees that no nodes will
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be at a high level which may cause an unbalancgdhdition and thus a waste of
bandwidth since the three indexing schemes areecoed with index replication and

partitioning in multiple-channel environments.

A simple scenario is to broadcast major stock gglior countries around the world.
There are 30 stock indices altogether to be brsheda and it is assumed the
optimum number of indices in a data channel isR€fér to Chapter 3 of this thesis
for a discussion on determining the optimum nundfedata items in a channel).
Subsequently, there are 3 data channels, eachatt@miaining 10 stock indices. In
this case, a table consisting of records of IDsntty, stock name, and stock value is
constructed. The stock values are taken from:(Hitance.yahoo.com/). The index
is constructed based on the order of the data itethe data channels. The data
items in the data channels are placed based oprdp®sed broadcast data ordering
and scheduling scheme (see Chapter 3.4), and oreaches the optimum number of
indices, a new data channel is created. Figureldpicts the stages to follow for the
index construction and restructuring process. Tdia d@hannel and index structure
are illustrated in Figure 4.6. For the sake of $aitp, in this example the data

ordering of the table is designed to be the santkaa®f the data channels.

Database Tables

Chapter 3
Optimising Channel

Ctilisation

Data Channel

Index Construction
and Restructuring

\ Index Channel /

Figure 4.5. Index construction and restructuring Stages
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Table (ID, Country, Stock Name, Stock Value):

30 Argentina MerVal 903.680 25 | Indonesia Jakarta 722.709

- 46 | Taiwan Taiwan W eighted 5,777.32
Composite
72 | Brazil Bovespa 18,796.91 28 | Japan Nikkei 225 10,849.63 50 | Austria ATX 1,798.41
44 Canada S&P TSX 8,191.61 17 | Malaysia KLSE 793.97 .
Composite Composite 54 | Belgium BEL-20 2,391.09
67 | Chile IPSA 1,412.79 81 | New Zealand | NZSE 50 2,564.730 57 | Czech Republic | PX50 750.80
53 | Mexico IPC 9,821.000 85 | Pakistan Karachi 100 5,454.69 76 | Denmark KEX 25253
99 United States | S&P 500 1,098.70 22 | Philippines PSE 1,521.61
Composite 82 | France CAC 40 3,603.26
55 | Australia All Ordinaries 3,366.800 23 | Singapore Straits Times | 1,754.96 15 | Germany DAX 3,803.10
78 China Shanghal 1,562.688 27 | South Korea | Seoul . 768.46 56 | Italy MIBTel 20513.000
Composite Composite
63 Hong Kong Hang Seng 11,276.86 31 | SriLanka All Share 1,321.19 40 | Netherlands AEX General 327.39
66 India BSE 30 5,069.87 35 | Thailand SET 609.72
45 | Norway OSE All Share 327.39

Index (B+ Tree):
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Data Channel 1 Data Channel 2 Data Channd 3
30 Argentina MerVal 903.680 25 | Indonesia Jakarta 722.709 46 | Taiwan Taiwan Weighted 5.777.32
Composite 9 o
72 Brazil Bovespa 18,796.91 28 | Japan Nikkei 225 10,849.63 50 | Austria ATX 1,798.41
44 Canada S&P TSX 8,191.61 17 | Malaysia KLSE 793.97 54 | Belgium BEL-20 2.391.09
Composite Composite 9 U
67 | Chile IPSA 141279 81 | New Zealand | NZSE 50 2,564.730 57 | Czech Republic | PX50 750.80
53 | Mexico IPC 9,821.000 85 | Pakistan Karachi 100 5,454.69 76 | Denmark KEX 252,53
99 United States | S&P 500 1,098.70 22 | Philippines PSE 1,521.61
Composite 82 | France CAC 40 3,603.26
55 | Australia All Ordinaries 3,366.800 23 | Singapore Straits Times | 1,754.96 15 | Germany DAX 3,803.10
78 China Shanghai 1,562.688 27 | South Korea | Seoul 768.46 56 | Ital MIBTel 20513.000
Composite Composite y R
63 | Hong Kong Hang Seng 11,276.86 31 | SriLanka All Share 1,321.19 40 | Netherlands AEX General 327.39
66 India BSE 30 5,069.87 35 | Thailand SET 609.72
45 | Norway OSE All Share 327.39

Figure 4.6. Data channel structure and index using B+ tree

Assume that in the index tree, the maximum numb&ode pointers from any non-

leaf node is 4, and the maximum number of datatprfrom any leaf node is 3. The
number of index channels used for index-tree jpamtitg is the same number as the
data channels. In this example, there are 3 datanels, a similar number to the
index channels. The index-tree structure is panid into 3 index channels based on

the ID attribute. The ID is used as the index-parting attribute. With 3 index
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channels, the index-partitioning attribute will e highest ID over 3 index channels.
The result is index channel 1 holds data IDs betwie& 37, index channel 2 holds
data IDs between 38 to 67, and the rest go to intlexinel 3. It must be stressed
that the location of each leaf node is the not sasievhere the actual data is
broadcasted. Having known the index-partitionintyitaite, it is then necessary to

apply a traversal algorithm to assign the indexesadto the index channels.

4.3.1 Non-replicated indexing (NRI) scheme

A Non-Replicated IndexingNRI) scheme is where the entire index structgre i
partitioned into a number of disjoint and smalletices. Each of these small indices
is placed in a separate index channel. A Post Orderersal algorithm needs to be
applied to allocate the index nodes into designatddx channel. The Postorder
Traversal for the NRI scheme is depicted in Figui® whilst, the algorithm is shown

in Figure 4.8.
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Postorder traversal - NRI

15 17 22 23 25 27 28 35 40 44 22 28 31 25 45 460 5
53 54 55 56 57 63 66 67 72 76 78 81 82 85 99 50 63

78 82 55 67 44

Figure 4.7. Post Order Traversal - NRI
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Procedure TraverseNRI(T:tree) Is
Begin
If T = null then
Return;
Else
TraverseNRI(T.left);
TraverseNRI(T.right);
VisitTree(T);
End if;
End Traverse NRI;

Procedure VisitTree(T:tree) is
Begin
Check the index node with index-partitioningiatite;
Assign index node into designated index channel;
End VisitTree;

Figure 4.8. Post Order Traversal algorithm with Index Allocation Scheme (NRI)

Figure 4.9 shows the composition of each index mhlawith its local index starting
from the initial index tree. By utilizing this ingieg scheme, the mobile client needs

to know in advance the index channel that conthieslesired index key.
The data retrieval mechanism in this scheme cateberibed as follows:

- The mobile client tunes in to one of the index cteds (which must be the index
channel that has the desired index key). Assuntiag éach mobile client is only
able to listen to a single channel at any timeait either broadcast some sort of
index channel directory prior to each index cyolethe mobile client can send a

request to the server to supply the index chanredtdry.

- The mobile client tunes in to the index channet tlentains the right key to the
desired data and follows the index pointer. Whikativg for the index to arrive,

the mobile client can switch to power saving mode.
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The mobile client tunes back in at the index chhtive has the right index key,
which points to the data channel that containgdgsred data item. It indicates a

time value of the data to arrive in the data chlnne

The mobile client tunes in to the relevant datanobkf and switches back to

power saving mode while waiting for the data itenatrrive.

The mobile client switches back to active mode hefbre the desired data item

arrives, and retrieves the information.
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Figure 4.9. Non-replicated indexing scheme
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4.3.2 Partially-replicated indexing (PRI) scheme

The NRI scheme requires mobile client to know inaate the index channel that
contains the desired index key. Since the cliant Isten to only one channel at a
time, this requirement can be realised by eitheraticasting some sort of index
channel directory prior to each index cycle, or riin@bile client send a request to the
server to supply the index channel directory. Tdiswback can be overcome with
the Partially-replicated indexing(PRI) or what is called thé&lobal Indexing
scheme This scheme is different from the NRI in thathits some degree of
replication, while NRI has none. Each index chamelupies a different part of the
entire index structure, and the overall structuréhe entire index is still preserved.
The advantage of PRI over NRI is that clients cametin to any of the index
channels and still be able to find the right paintethe desired data item even though

this pointer is located in a different index chdnne

In the PRI scheme, the ownership rule of each imiede is that the index channel
owning a leaf node also owns all nodes from the toahat leaf node. Consequently,
the root node is replicated in all index channets] non-leaf nodes may be replicated
in some channels. Additionally, if a leaf node baseral keys belonging to different

index channels, this leaf node is also replicatetié channels owning the keys.

Similar to NRI scheme, a Post Order traversal #@lgorneeds to be applied in order
to allocate the index nodes to the designated istiarnel. The Postorder traversal
for PRI scheme is depicted in Figure 4.10 and treesponding algorithm is shown

in Figure 4.11. The main difference between the Rd PRI Post Order traversal
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algorithm is that the PRI algorithm traverses tidek bucket rather than the index
nodes. The algorithm analyses each index nodennglich bucket prior to allocating
the index bucket to relevant index channel basetherndex-partitioning attributes.
Figure 4.12 shows the PRI construction and resiringt process starting from the
initial index tree. Notice from Figure 4.13 thaetfifth leaf node (35, 40, 44) of PRI
scheme is replicated in channel 1 and 2 becaus&%kédelongs to index channel 1,

while keys 40 and 44 belong to index channel 2.
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B5 46 ©50p3 54 5% 6 57 63[66 6472 76 78[8L 8385 99

Figure 4.10. Post Order Traversal - PRI

Procedure TraversePRI(T:tree) Is
Begin
If T =null then
Return;
Else
TraversePRI(T.left);
TraversePRI(T.right);
VisitTree(T);
Endif;
End TraversePRI;

Procedure VisitTree(T:tree) Is
Begin
If the index bucket is the root of index tree-streetihhen
Assign the index bucket across entire index chianne
Else
Check the index bucket with index-partitioning iattite;
If any of the index nodes in the bucket satisfy titex-partitioning attribute then
Assign the index bucket into relevant index cten
End if;
End if;
End VisitTree;

Figure 4.11. Post Order Traversal algorithm with index allocation scheme (PRI)
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Index Channel 2 (3-67) Index Channel 3 (68-100)

Figure 4.12. Construction and restructuring of Partially-Replicated Indexing scheme

Also notice that some non-leaf nodes are replicatdtereas others are not. For
example, the non-leaf node 22 is not replicated lacated only in index channel 1,
whereas non-leaf node 25 is replicated to indexudlal and 2. It is also cl ear that
the root node is fully replicated. As mentioned liegr the index is broadcast

separately with the data, and each index key ptintise relevant data channel.
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In this scheme, once the right index is found spacific index channel, the mobile

client switches to the right data channel and whaitshe data of interest to arrive.

Figure 4.13. Partially-replicated indexing scheme

The data structure for the PRI index can be de=ttrdss follows:If a child node

exists locally the node pointer points to this local node oelygn when this child

node is also replicated in other index channels.example, from node 44 at index
channel 1, there is only one node pointer to talloode 25. The child node 25 at
index channel 2 will not receive an incoming noainger from the root node 44 at

index channel 1; instead it will receive one nod@er from the local root node 44

only.

If a child node does not exist locallyne node pointer will choose one node pointer

pointing to the nearest child node (in case if iplgtchild nodes exist somewhere
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else). For example, from the root node 44 at indexnnel 1, there is only one
outgoing right node pointer to child node (55,67index channel 2. In this case, it is
assumed that index channel 2 is the nearest neiglddandex channel 3. The child
node (55,67), which also exists at index channetiB,not receive a node pointer

from root node 44 at index channel 1.

Using this single node pointer model, it is alwagssible to trace a node from any
parent node. For example, it is possible to traceade (78,82) from the root node
44 at index channel 1, although there is no diliektfrom root node 44 at index

channel 1 to its direct child node (55,67) at indeannel 3. Tracing to node (78,82)

can still be done through node (55,67) at indexicab2.

A more formal definition for the single node pointeodel is as follows. First, given
a parent node is replicated when its child nodessaattered at multiple locations,
there is always a direct link from whichever copgytlus parent node to any of its
child nodes. Second, using the same methodolotjyeafirst statement above, given
a replicated grandparent node, there is alwayseztdink from whichever copy of

this grandparent node to any of the parent nodessi@ering the first and the second
statements above, it can be concluded that theralwiays a direct link from

whichever copy of the grandparent node to anysathild nodes.

Data retrieval mechanism in this scheme can beaibdedcas follows:

- The mobile client tunes in to one of the index cteds (i.e. can be of any index

channel).
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- The mobile client follows the index pointer to thght index key. The pointer
may lead to another index channel that containsdlesant index. While waiting

for the index to arrive, mobile clients can switolpower saving mode.

- The mobile client tunes back in to the index chatime has the right index key,
which points to the data channel that containgdgsred data item. It indicates a

time value when the data will arrive in the datarufel.

- The mobile client tunes in to the relevant datanokf and switches back to

power saving mode while waiting for the data itenatrive.

- The mobile client switches back to active mode hefore the desired data item

arrives, and retrieves the information.

4.3.3 Fully-replicated indexing (FRI) scheme

In a wireless environment, the channel is genemllsceptible to noise and signal
distortion. Consequently, the Fully-replicationexahg (FRI) scheme is the one to be
considered as this is where the entire index strads fully replicated to all available
index channels. This scheme provides the soluttoprbblems like data distortion,
noise, and signal distortion as the mobile cliemt switch to another index channel to

avoid any of these problems while still being dbleetrieve the desired data items.

The index nodes in each channel may be broadcadiffement interval. The data
retrieval mechanism in this scheme is similar tol.PFhe difference is that this

scheme does not have a pointer to the other inoEnnels.
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4.4 Index Broadcasting for L ocation-dependent Queries

As mobility is one of the unique characteristicaoivireless environment, the kind of
information requested is generally location-depeatidéhat is the mobile client’s
location is relevant to the information requested,the information requested is
based on a particular location (Lee et al, 2008)s Tequest is generally known as a
location-dependent query, and such services carcalled Location-dependent
Broadcast ServicesThe PRI indexing scheme for answering traditiomaéries is

modified to serve location-dependent queries irodile broadcast environment.

4.4.1 Preliminaries

Although location-dependent query services exist tmaditional computing
environments (e.g. Guides@Yahoo), their greatesnpial is in a mobile-pervasive
computing environment, where users enjoy unresttianobility and ubiquitous
information access (Lee et al, 2002). In locatiepehdent query, the location of
mobile object becomes a parameter of the queryvahe of the location parameter
can be explicit or implicit. A query example of explicit location parameter is “List
all five-star hotels in Melbourne”. In this quetie location is a component of the
qguery. Thus, the movement of the user does natitafie query result. Another case
is when the location parameter is implicit such “bBist the nearest hotels or
restaurants”. The proposed broadcast indexing seHenuses on the issues when

the location parameter is implicitly determined.

The most well-known and commercially used satgtitsitioning system nowadays is

the global positioning system (GPS). The GPS prsvidcation identifier in the form
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of coordinate tuples (ie. longitude and latitud8atellite technologies have been
widely used to locate the position of moving olgedt should be noted that the
proposed scheme for location-dependent queriesmassuhe utilization of the

satellite-based positioning system.

Location-dependent queries require location dep@ndata. Location dependent
data can be categorized into static data or dyndatia. Static data relates to the
stationary object, where the object location is wontinuously updated in the
database (e.g. restaurant, hotels). On the othad, hdynamic location data
correspond to a moving object that requires cohstpdate of the object’s location
in the database (e.g. taxis, ambulance, or evemiitale users themselves). The
proposed indexing scheme is concerned with thé dtatation-dependent data and

there is only a single context involved in the data

4.4.2 Global Index for L ocation-Dependent Queries

This section presents a novel broadcast indexingctstre for location-dependent
gueries. The fundamental architecture of the psedaGlobal Index for Location-
Dependent Queries is modified and derived fromRhaetially-replicated indexing

(PRI) or the Global Indexing scheméor Traditional Queries which have been

described in Section 4.2.2 of this chapter.

The proposed Global Index for Location-Dependeneri@s applies the concept of
valid scope (Xu et al, 2003). Valid scope defires Iboundary of an area or region
within which the query result is considered valid.this thesis, a square shape is

selected as the valid scope. A square is considerbe easier to construct since it
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has same length and width. Furthermore, it requirdg four points to represent the
scope. This is desirable since the less processagred, the less power is required
in order to analyse the index nodes. For simplicdly geometric location is

represented as a two dimensional coordinate (Jtgpand Taniar, 2005).

Consequently, the information sent to representvdliel scope boundary will be

small; thus mobile clients will have a more effitiguery processing. The valid scope
will be broadcast together with the data index. ewthe client initiates a query, the
validity of the broadcast data will be checked bynparing the valid scope of the
data instances with the client’s current locatidn.example of the square valid scope
is shown in Figure 4.14(a). In the Figure, tham faur regions: region 1 (P1,L1),

region 2 ( P1,L2), region 3 ( P2,L1) and regiorP2,(2). Each of the regions has a
valid data instance that is D1, D2, D3, and D4,cwhs attached to regions 1, 2, 3,

and 4 respectively.

Having a set of data instances and their relevald gcopes, the issue of querying
location dependent-data is how to obtain the riggita instance efficiently. The
proposed index is constructed based on the digisafndata regions. The space
containing a set of data regions is partitioned each sub-space covesseregion

only. The partition of two sub-spaces is represkietwo straight lines forming a
square (x-coordinate dimensional and y-coordinabeeisional). Figure 4.14(a)

illustrates the partition.

Figure 4.14(b) depicts the index construction basedhe space partition in Figure
4.13(a). It is tree-indexing based. The index nadd its description are given in

Figure 4.13(c) and Figure 4.13(d), respectively.
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(d) Index Node Description

Figure 4.14. Index construction

The index node contains a header which indicatespdéntition style, whether it is
dimensional partition oy-dimensional partition. The partition always pradedrom
the top regions to the bottom regions and begirth amn x-dimensional partition.
Following the header is a set of coordinates fer ghrtition itself and two pointers
(left and right pointer). The left and right poirgein they-dimensional partition
indicate the upper and lower spaces respectivéfyilst, the left and right pointers in
the y-dimensional partition divide the left and rightasp correspondingly. The
pointers of the non-leaf node point to the relevankd nodes, while the leaf-node
pointer goes to the data segment that containgaiitedata instance in the particular
region. These pointers contain the time when theenor the data instance will
arrive in the channel. In this indexing schemeheamde has exactly two subsequent

children.
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Depending on the regions involved, when the firattipon of the space forms a
rectangular shape as shown in Figure 4.15, a eliffendex construction can be
obtained. In this example, the rectangle has mones than columns; it comprises 6
squares and the index structure is then built abogly. Figure 4.15 also presents

how the index-tree structure will appear.
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Figure 4.15. Unbalanced Index Model — Row

On the other hand when the rectangle has more oslihan rows as given in
Figure 4.16, the index will have an entirely diffet structure from the previous
one. In this case, the index-tree height will béakanced as thg-dimensional

partition includes an odd number of columns.



164

Ll I—2 L3
Y1 Ya
Py oD: oD: oDs
X1 Yo Ys X2
Ds D4 Ds
P, ° ° °
Ya Ye

[ 4 x[xs x;[@] @]

P P
12 AL [12[3y]y.y]e]e]
Pl' L Lz' L3 sz Ll I—Z, L3
Tobaa - [13[4ylvev o] @] ToData  [13[5]yly;vf el ]
egmen P L, Py Ls Segment
P, L, P2, L3
To Data To Data
To Data To Data
Segment Segment Segmer Segment

Figure 4.16. Unbalanced Index Model - Column

The process for querying location-dependent brasdtaa can be described as

follows:

- The client tunes in to the index channel

- The client searches the index by following a segeesf pointers. The right index
is determined by locating the data region that @ostthe query point. The index
indicates a time value for the data instance tiveamm the data channel.

- The client tunes in to the relevant data chanmel, savitches back to doze mode
while waiting for the data item to arrive.

- The client switches back to active mode just betbeedesired data item arrives,

and retrieves the information.
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The proposedglobal indexing scheme is where the entire index structure is
partitioned into a number of disjoint and smalletices. Each of these small indices
is placed in a separate index channel. The glodaking scheme has some degree of
replication. Each index channel occupies a diffepamt of the entire index structure,

and the overall structure of the entire indexilspeserved.

However, in this case the index structure is panid and broadcast to multiple
index channels. Each index channel is dedicatebroadcast nodes of a specific
region only. In this example, index channel 1 cimstéhe index nodes for region, P
index channel 2 includes the index nodes for redinand index channel 3
comprises of index nodes of regiofn Each of the regions has a valid data instance.
When there are multiple sets of data instancesgtdata can be grouped in the unit
of packet (or frame) and the leaf-node pointer goethe data packet that contains
the valid data instance in the particular regidimr example, in the GPRS network a
packet can contain data up to 1600 bytes (Xu €208l3). Consequently, the data is

accessed by clients in the packet unit.

Similar to the indexing schemes for traditional e a traversal algorithm to
allocate the index nodes into the index channadslsi¢o be applied. However, in this
case, the index is partitioned based on the dajerre The Postorder traversal
algorithm for this Global Index model for locatidlependent queries is depicted in

Figure 4.17.
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Procedure TraverseGloballndexLDQ(T:tree) Is
Begin
If T = null then
Return;
Else
TraverseGloballndexLDQ(T.left);
TraverseGloballndexLDQ(T.right);
VisitTree(T);
End if;
End Traverse GlobalindexLDQ;

Procedure VisitTree(T:tree) is
Begin
If the index node is in the top level of index trémiture then
Assign the index node across entire index channel
Else
Check the index nodes region with the index-pariitig attribute (regions based);
Assign the index node into designated index nbhn
End if;
End VisitTree;

Figure 4.17. Post Order Traversal with Index Allocation Scheme (Regions based)

The ownership rule of each index node is that ndex channel owning a leaf node
also owns all nodes from the root to that leaf. €&guently, the root node is
replicated in all index channels, and non-leaf sodeay be replicated in some
channels. Figure 4.18 shows the PRI constructi@hrastructuring process starting

from the initial index tree.

A simple scenario is to broadcast weather conditifon two regions within three

states in Australia. There are 6 regions altogdihde broadcast. A tree structure is
used to describe the regions as illustrated inrBigul9 (a). Figure 4.19(b) depicts
the broadcast structure according to the regior@viad and Figure 4.19(c) presents
a table consisting of records of IDs, city, weatt@ndition, and temperature. All the

data instances are broadcast in the data champagbse from the index channel.
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Figure 4.18. Global index model for location-dependent query with structuring process

Using the same example (shown in Figure 4.18),Glabal index is depicted
Figure 4.20. In this example, the state attribiteéhe index-partitioning attribute

applied. It is assumed that the range partitiomirigs used are that index chann

in

is

ell

holds the regions within Victoria, index channel Hdlds the regions inside

Queensland, and index channel 3 contains the regiothin New South Wales.

Notice from Figure 4.18 that the third non-leaf easlreplicated in channels 1 and 2.

The index is broadcast separately with the datd, eath index key points to the
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relevant data channel. Thus, once the right inddaund in a specific index channel,

the mobile client switches to the right data chaand waits for the data of interest

to arrive.
1
Victoria oD, oD,
Melbourne| Geelong
|Queensian New South Queensiand  ®D% | ¢ Ds
Wales Brisbane| Goldcoast
Melbourng | Geelond  [Brisbané  [Gold Coas Sydney \Wollongong
[Melbourng [Geelong - [Brisban | b (Svdne Wollongond | e Ds | e D,
‘ ‘ ’ Wales Sydney Wollongong
ToData To Data ToData To Data To Data  To Data Ve
Packe  Packe Packe  Packe Packet  Packet
(a) Regions Tree Structure (b) Broadcast Structure
ID City | Weather Condition| Temperature
1 | Melbourne Mostly Sunny 24°C
2 | Geelong Local Shower 15°C
3 | Brishane Rain at times 12°C
4 | Goldcoast Mostly Fine 19°C
5| Sydney Shower or Two 14°C
6 | Wollongong Partly Cloudy 10°C
(c) Sample Table
Figure 4.19. Index construction — a scenario
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Figure 4.20. Global index model with a scenario
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4.5 Performance Evaluation

This section studies the performance of the prapdmeadcast indexing methods.
The analysis is divided into sections based onadery types applicable for the
proposed indexing schemes namely Broadcast Indegwey Multi Broadcast

Channel for: (i) Traditional Queries, and (i) Loioa-Dependent Queries. The
performance indicators include index access tinientts tuning time and power

consumption. The performance of the proposed scheadso compared against the
conventional one. Similar to the simulation platfiowhich has been employed and
described in Chapter 3 of this thesis, the sinmutagxperiments in this chapter are
also carried out using tH&animatesimulation packagenimated planning platforms

(Seeley, 1997).
4.5.1 Traditional Queries

In this section, three cases are studied to inrdaanalyse the performance of the
three broadcast indexing schemes, namely PRI, &Rl ,FRI. In this simulation, the
stock indices scenario as illustrated in Figure With the same set of data items is
applied. The simulation is run for a hundred iters, and the average access time
for up to 50 requests is calculated. The indexriatéval rate is exponentially

distributed. The parameters of concern in thigysare given in Table 4.1.

Case 1 (a): To compare the performance of NRI, PRI and FRIhm tontext of

single data item retrieval.
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As shown in Figure 4.21, it can be seen that NRpedorms both PRI and FRI.
NRI provides access time that is approximately ehtiemes lower than the FRI

average access time and about one and a halfhieties than PRI.

Table 4.1. Parameters of concern — PRI, NRI, FRI

Parameters | value
Partially-replicated indexing (PRI)

Index page in Channel 1 17

Index page in Channel 2 22

Index page in Channel 3 12
Fully-replicated indexing (FRI)

Index page in Channel 1 41

Index page in Channel 2 41

Index page in Channel 3 41
Non-replicated indexing (NRI)

Index page in Channel 1 13

Index page in Channel 2 18

Index page in Channel 3 9

PRI - NRI - FRI

Node Pointer Size 5 bytes
Data Pointer Size 5 bytes
Indexed Attribute Size 4 bytes
Bandwidth 19200 bytes
Index Arrival Rate 4 index pages per s¢c

Another thing that can be seen from Figure 4.2has, in certain cases, the average
access times decreases as the number of requastasies. The explanation for this
may be the different indexes of interest for ed@ntcas well as non-uniform probe

time or time when the client starts tuning in te thlevant index channel.

This situation normally happens when only a very fequests are involved in the
analysis. The average access time can be large tsiaqyap between the longest and
the shortest access time that occurred from theestgmnay also be large. As the

number of requests is only limited, then the ddfere can be clearly seen. The result
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can be stabilized when more requests are invoBatisequently, the actual pattern

of the access time becomes obvious.

FRIvs.PRIvs. NRI
(Single Data ltem Retrieval)
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Figure 4.21. NRI vs PRI vs FRI (Single Data Iltem Retrieval)

Case 1 (b): To compare the performance of NRI, PRI, and FRihi& context of
retrieval of two data items. In this case, the vah indexes are retrieved in an
unordered fashion, which means that the first ddsimdex that arrives in the channel

is obtained first.

Figure 4.22 shows that NRI still provides a betiecess time than the other two.
This pattern follows the same trend as for cas, Hfa it has an overall longer
access time. It can also be seen that the penfmenaf PRI is getting close to NRI

with less than one and a half lower index access. ti
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FRIvs.PRIvs. NRI
(Two Data Items Retrieval)

8
© o * -4 Fully-replicated

7 &b -6 ¢ ¢ % index (FRI)
£ R AR 2R SR 4
= *-& @
n 6
§ 5 | -0~ Partially-
2~ replicated index
55 4 og ‘ eR)
2 3 OG- 000000 —¥— Non-replicated
o index (NRI)
(@2}
@ 2
2
< 17

0 T T T T T T T T T

5 10 15 20 25 30 35 40 45 50
Number of Requests

Figure 4.22. FRI vs PRI vs NRI (Two Data Items Retrieval)

Case 2. To compare the performance of PRI with a conveationethod as
suggested by Leong and Si (Leong and Si, 19B8¢. comparison includes one

and two data items retrieval.

The indexing scheme in the conventional methodss designed to emplog+-

tree structure and is similar to FRI except thdy ansingle broadcast channel is
utilized. It can be seen from Figures 4.23 (a) &8 (b) that PRI performs at
nearly three times a lower average access timetti®moonventional one in both

cases.
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PRIvs. Conventional Method
(Single Data Item Retrieval)
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Figure 4.23(a). PRI vs Conventional Scheme (Single Data Item Retrieval)
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Figure 4.23(b). PRI vs conventional scheme (two data items retrieval)

Case 3. It should be noted that the PRI scheme replicgtpsoximately 30% of the

index pages compared with the NRI scheme.

Thigagmn the least possible

duplication/redundancy while still having the ackemye of the PRI scheme.



174

The replication enables a mobile client to tunéoirany of the channels and follow
the pointer to obtain the right index key. In thise, it is interesting to see the
performance of the PRI scheme if 50% of the indexes are replicated as compared

with 30%. The PRI with 50% replication is called IF3®.

Figures 4.24 (a) and 4.24 (b) shows the performariceRl and PRI-50 in the
context of one and two data items retrieval respalgt The result suggests that the
more replication involved, the longer will be thecass time. This is due to the larger
number of index nodes in each channel, which iseredahe index cycle
correspondingly. In both cases of one and twa dams retrieval, normal PRI
outperforms the PRI-50. The average access tinferalice between these two

schemes corresponds to the added percentage refdfeation, which is about 20%.
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Figure 4.24(a). PRI vs PRI-50 (single data item retrieval)
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PRIVs. PRI50
(Two Data ltems Retrieval)
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Figure 4.24(b). PRI vs PRI-50 (Two Data Items Retrieval)

* Extended Simulation: Partially-replicated indexing (PRI) vs Fully-replicated
indexing Scheme (FRI):

In this section, the performance of the PRI ishfertanalysed against FRI in different
cases. It should be noted that in this extendedlsion the termGlobal Index
relates to PRI scheme, whiNbn-Global Indexcorresponds to the FRI scheme. The
cases for comparison are concerned with varyingnithex-inter arrival rate and the
skew request distribution in terms of one and tnaekes retrieval. Similar to the
initial performance evaluation, the simulation miotlere also applies the stock

indices scenario as illustrated in Figure 4.6 \thign same set of data items.

The cases are classified based on the relevamrpenfice indicators including index
access time, tuning time and power consumption.sithalation model is run for 50
iterations, and calculates the average accesddinggven number of request, which

ranges from 5 to 40 numbers of requests with 5astgimcrement. The simulation



176

environment is set to apply exponential distribaitior index arrival rate with given

an average value. The parameters of concern aga mivi able 4.2.

Table 4.2. Parameters of concern — Global Index and Non-Global Index (Traditional Queries)

Parameters Value
Number of Index nodes in Global Index (Channel| 1) 7 1
Number of Index nodes in Global Index (Channell 2) 2 2
Number of Index nodes in Global Index (Channell 3) 21
Number of Index nodes in Non-Global Index 41
Node Pointer Size 5 bytes
Data Pointer Size 5 bytes
Indexed Attribute Size 2 bytes
Bandwidth 64 Kbps
Index Arrival Rate 2 and 4 index pages pgr

« AccessTime

Two cases are introduced: (i) to retrieve a singiea item, and (i) to retrieve two
data items. For each case, the index arrival eataried from 2 and 4 index pages
persec The performance of Global Index when there skew request distribution
is also analysed. For example, Global Index widgwskat channel 1 relates to majority
(60%) of request concerns with data index at cHahaed soon. The desired index

pages to be retrieved are randomized.

Case 1. To compare the performance of Global Index with Medobal Index in the
context of single data item retrieval. This casgliep an arrival rate of 4 index pages

persec.

It can be seen from Figure 4.25 that (a) the Globdéx outperforms the Non-
Global Index with about two to three times lowereige access time. In the
situation when skew request distribution occurspmgnthe three channels within

Global Index, it is found from Figure 4.25 that ¢{bat index channel 3 provides a
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slightly better average access time as comparddotliter channels. It indicates that
the more requests with index key located in chaBnéhe better the average access
time. This is due to the short index broadcastectftht exists in index channel 3, so

that mobile clients do not wait too long to finathght index key.

Global Index vs Non-Global Index
(Single Data ltem Retrieval - with skew request distribution)
index arrival rate: 4 pages per sec
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—e — Global Index -
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Average Index Access Time
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Figure 4.25(a). Global Index vs Non-Global Index (single data item retrieval): 4 index pages arrival
rate per sec

Global Index vs Non-Global Index
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Figure 4.25(b). Global Index vs Non-Global Index (single data item retrieval) with Skew Request
Distribution: 4 index pages arrival rate per sec
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Case 2: Similar to Case 1. However, this time the indexepagival rate is modified

to 2 index pages psec

As shown in Figure 4.26, the overall access timthim rate is approximately twice
that of Case 1. It shows that the Global Index seheutperforms the Non-Global

Index with about half the access time. The acdessfollows the patterns in Case 1

very closely.
Global Index vs Non-Global Index
(Single Data ltem Retrieval)
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Figure 4.26(a). Global Index vs Non-Global Index (single data item retrieval):
2 index pages per sec.

Global Index vs Non-Global Index
(Single Data Item Retrieval - with skew request distribution)
index arrival rate: 2 pages per sec
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Figure 4.26(b). Global Index vs Non-Global Index (Single Data Item Retrieval) with
Skew Request Distribution: 2 index pages arrival rate per sec
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Case 3. To compare the performance of the Global Indextaed\Non-Global Index
in the context of two data items retrieval. Thiseaelates to an arrival rate of 4
index pages pegec.

Figure 4.27 (a) shows that the Global Index stillperforms the Non-Global Index
with about one and a half to two times better indegess time in any condition. .
Similar to the previous cases, in the situationmsleew request distribution occurs,
among the three channels within Global Index, incleannel 3 provides on average a
slightly better access time performance as comparether channels as what shown

in Figure 4.27 (b)

Global Index vs Non-Global Index
(Two Data Items Retrieval)
index arrival rate: 4 pages per sec
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Figure 4.27(a). Global Index vs Non-Global Index (two data items retrieval):
4 index pages per sec
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Global Index vs Non-Global Index
(Two Data ltems Retrieval - with skew request distribution)
index arrival rate: 4 pages per sec
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Figure 4.27(b). Global Index vs Non-Global Index (two data items retrieval) with skew request
distribution: 4 index pages per sec

Case 4: Similar to Case 3, but this time we evaluated theal rate of 2 index pages
per sec Figure 4.28 depicts that the Global Index stitiy)des a considerably better
access time as compared with the Non-Global Indd#xapproximately a one and a

half to two times lower average access time in lootfumstances.

Another thing that can be seen from Figures 4.28.28 is that in some cases, the
average access time decreases as the number ektgdgucrease. The explanation
for this might be due to the probe time or time whe client starts tuning in to the

relevant index channel not being uniform. Thusew fequests may probe into the
index channel at the same time that provides siumss time, while others needs to
wait for some time before the index arrives. Femtore, since the length of each
index channel is generally short, and there iseatgr number of requests, then the

average access time may be decreased dependihg @raiting time of the majority
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requests in a particular index channel. With greatgformity of probe time, the

access time will be stabilised.

Global Index vs Non-Global Index
(Two Data Items Retrieval)
index arrival rate: 2 pages per sec
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Figure 4.28(a). Global Index vs Non-Global Index (two data items retrieval): 2 index pages per sec

Global Index vs Non-Global Index
(Two Data Items Retrieval - with skew request distribution)
index arrival rate: 2 pages per sec
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Figure 4.28(b). Global Index vs Non-Global Index (two data items retrieval) with skew request
Distribution: 2 index pages per sec

* Tuning Time
Case 5: This case compares the tuning time of the Glokddxnwith non-global

index scheme. Tuning time defines the amount oé telents must listen to the
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channel in order to retrieve the desired datamests The result can be used as an
indication of the client power consumption. For fmarpose of comparison, the
tuning time is measured from the time client proinés the index channel until the
final index key that points to the desired dataniie found. The tuning time needed
to obtain the desired data item is not includedesiboth indexes retrieve the same

data items, which can be easily incorporated whemesecessary.

As exhibited in Figure 4.29, the tuning time of nielelients accessing the Global
index is far less than the non-global index scheviere importantly, the result also
indicates that clients use much less power durimgrygoperation with the Global

indexing scheme.

Global Index vs. Non-Global Index
Average Tuning Time
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Figure 4.29. Tuning time: Global Index vs Non-Global Index

* Power Consumption

Case 6: In this case, the power consumption of mobile tdien accessing Global
index will be analysed. According to Imielinski &t (1997), a device with a Hobbit

chip (AT&T) requires about 250mW power consumptauring active mode, and
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50uW during power saving mode. Thus, it can be seah tie length of time of
clients’ listening and not listening to the charimes$ affected the power consumption.
The power consumption of mobile clients is measinaeskd on the duration of active
mode and power saving mode that has been obtamed the simulations. For
simplicity, other activities and components thatuiee power consumption are
disregarded, and assumed that 250mW relates tb goteer consumption. The

calculation is determined from the following formaul

Power Consumption = (250 kime during active modet (0.05 xTime during

power saving mode).he analysis involves 30 broadcast items.

As depicted in Figure 4.30, the power consumptibglients accessing the Global
index is substantially less than for the non-gloliadex. With less power
consumption, client can reserve battery power neffigiently, which is most

desirable considering the limited power storagadfile devices.

Global Index vs. Non-Global Index
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Figure 4.30. Power Consumption: Global Index vs Non-Global Index
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4.5.2 Location-dependent Queries

In this section, the performance of the global yndeodel for location-dependent
gueries is evaluated. The simulation model folldknes weather scenario as illustrated

in Figure 4.17. Table 4.3 shows the parameterséern.

Table 4.3. Parameters of concern — Location Dependent Queries

Parameters Value
level size 3 bytes
id size 3 bytes
header size 3 bytes
Node Pointer Size (each) 5 bytes
Data Pointer Size (each) 5 bytes
Index Coordinate Size 4 bytes
Bandwidth 19200 bytes
Index Arrival Rate 4 index pageq
per sec

The proposed global index incorporates three incleannels, and compares the
access time, tuning time, and power consumptiofopaance with non-global index.
Non global index refers to the conventional broatl@dadexing scheme that includes
the entire index structure in a single channele&hrases are introduced to analyse
the performance of the proposed indexing schente iffdex inter-arrival rate is set

to be exponentially distributed.

Case 1: To compare the performance of square valid scofiepalygon valid scope.
Polygon is a general type of valid scopes (Leel,eR@2). Figure 4.31 shows an

example of the valid scope that uses the shapgolygon.
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Figure 4.31. Polygon valid scope

The performance is concerned with the processimg tf mobile clients when

receiving these two different valid scopes. Thecpssing time relates to the amount

of time a client needs to obtain the attributesieah the index node. The time

required to process such information will reflea@ the amount of power

consumption. In this simulation, it is assumed ¢thent’'s processing time for each

index attributes is 0.01 sec with exponential serdistribution. The simulation is set

to forty iterations and derives the average resmtdbrdingly.
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Figure 4.32. Square vs Polygon valid scope
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As can be seen from Figure 4.32, square valid soeqres less client’s processing
time than polygon. With less processing time, plo&er consumption for mobile

clients can be minimised, which is of great bertefinobile devices.

Case 2: To compare the performance of the proposed glob@ixi with non-global
index. In this case, there are 25 number regior@viad, and the index tree is made
balanced with 5 numbers of rows and columns. Thwilation is set to fifty

iterations and derives the average result accdyding

The comparison includes the access time, tuning @nd power consumption.
Similar to the earlier case for Traditional Querig® calculation to determine power

utilisation is obtained from the following formula:

Power Consumption = (250 kime during active modet (0.05 xTime during

power saving mode).

Figure 4.33 (a) demonstrates that Global index erftpms non-global index with an
average of one-third access time. The global irdeerss time is more stabilised as it
involves a shorter index cycle for each index cleénfhe tuning time performance as
indicated in Figure 4.33 (b) shows that the prodasgheme provides a much better
tuning time. This tuning time performance reflettts amount of power consumption
required by mobile devices as is displayed in Fglu33 (c). It should be noted that
the tuning time needed to obtain the desired deta is not included in evaluation
since both indexes retrieve the same data itemghwdan be easily incorporated

whenever necessary
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Figure 4.33(a). Global index vs Non-global index (balanced tree): access time
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Figure 4.33(b). Global index vs Non-global index (balanced tree): tuning time
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Global index vs. Non-global index
Number of regions = 25 (balanced tree)
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Figure 4.33(c). Global index vs Non-global index (balanced tree): power consumption

Case 3: To compare the performance of the proposed glol@ixi with non-global
index. As opposed to Case 2, here there are 30n®givolved, and the index tree is

therefore unbalanced with 2 rows and 15 columns.

As depicted in Figure 4.34 (a), it can be seen timatglobal index outperforms the
non-global index with an approximately two timesvéy average access time.
Similarly, in Figure 4.34 (b) the tuning time olotad@l by global index is much less
than non-global index scheme. Another thing thatcewe see from Figure 4.34 (b) is
that at certain points, the average tuning timeesses as the number of requests
increases. The explanation for this may be dudeédifferent indexes of interest for
each client as well as non-uniform probe time metivhen the client starts tuning in

to the relevant index channel.

This situation normally occurs when only a very fesgquests are involved in the

analysis but the index cycle is rather long. Therage tuning time can be large since
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the gap between the longest and the shortest tummg that occurred from the
requests involved may also be large. At that pdm number of requests is only
small, so that the difference can be clearly s@ée. result can be stabilized with a
larger number of requests involved. Subsequeritéyactual pattern can be seen. As
shown in Figure 4.34 (c), the amount of power cansion using global indexing
scheme is about half that of the non-global onéss i most desirable considering

the limited battery power of mobile devices.

Global index vs. Non-global index
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Figure 4.34(a). Global index vs Non-global index (unbalanced tree): access time
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Figure 4.34(b). Global index vs Non-global index (unbalanced tree): tuning time
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Global index vs. Non-global index
number of regions = 30 (imbalanced tree)

300

250 A

200 A

150 A

(mJoule)

100 A

Non-Global
Global Index Index

50

Average Battery Power Consumption

Figure 4.34(c).Global index vs Non-global index (unbalanced tree): power consumption

4.6 Index Maintenance

This section describes the process for maintaitiieg\NRI and PRI indexing scheme.
The maintenance involves the index restructurirge@ss which includes an insertion
and deletion of index node. This maintenance isregularly required as all data
items are broadcast and made available for mobdats to obtain whatever data
items they are interested in over wireless charwigf®ut having to send any queries
to the server (see Chapter 3). It is necessapatry out this process only when
there are new data inserted in the databases. tWhisindex structure is being
reconstructed, the server can keep broadcastingatier version of the broadcast
structure from the cache until the new structuree@ly to be applied. Figure 4.33

shows the architecture of the broadcast system.

As shown in Figure 4.35, the server periodicallydatcasts data items according to a

predetermined broadcast program. When a user submjtiery to his or her mobile
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device, the mobile device will retrieve the regdiréata item from the broadcast

channel by referring to the data index informatidhe server contains at least five

entities namely: (i) broadcast scheduler, (i) sergache, (ii) broadcast program

generator, (iv) data indexing generator, and (\@rgwatterns. The mechanism of

this broadcast system can be described as follows:

The server retrieves the entire database items ftata repository, the data
repository transmits the results back to the seawer they are processed by the
broadcast program generator.

The broadcast program generator concerns the ongdarid allocation of data
items in the broadcast channels. To obtain optiplatement of broadcast data
items, the broadcast program generator needs itddoemed about the behaviour
of mobile users in accessing the broadcast infoomatr query access patterns of
mobile clients (this case relates to Chapter disfthesis).

Having determined the broadcast program and thaegkldata channels, the
broadcast program generator sends the informatmnthe data indexing
generator.

The data indexing generator constructs the indeedan the information from
the broadcast program generator. The indexing gemerapplies the index
structuring scheme as discussed in this chapter.

The final broadcast program and the index structwmeethen transmitted to the
server cache. The broadcast program generatorbwillable to update the
program at any given time according to the quecgsg patterns.

The broadcast scheduler will have the final broatlpaogram and the relevant

index structure from the server cache. It is thesponsible for the scheduling
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issues to broadcast the data items and their isd@fere they are transmitted to
the wireless channels.

- When data item values in the data repository adatgal, the new values and the
relevant identification will be sent to the sereache immediately. As such, the
new data values will be directly made availablenfabile clients.

- However, when there is insertion or deletion ofadggms in the data repository,
the data repository will pass the information abitnat new or deleted data items
to the broadcast program generator. The broadaasirgm generator will
subsequently process the data item to determinaawebroadcast program and

this process continues to that described in steftlzis mechanism.
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Figure 4.35. Architecture of a broadcast system

the channel | | desired data

Data
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This section considers the case of NRI and PRIxingescheme re-structuring when

there is any insertion or deletion of the data iteitne data repository
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a. NRI-Indexing Scheme

The mechanism of index maintenance is carried syttea normal index maintenance
(Elmasri and Navathe, 2003). The insertion andtidelgorocedure is summarised as

follows.

The index key insertion steps are as follows. Fasarch for an appropriate leaf node
for the new key on the index tree according to phedefined index-partitioning
attribute. Then, insert the new key entry to tea hode, if there is still space in this
node. However, if the node is already full, thiaflaode must be split into two leaf
nodes. The first half entries are kept in the aapileaf node, and the remaining
entries are moved to a new leaf node. The lasy entihe first of the two leaf nodes
is copied to the non-leaf parent node. Furthermbtbe non-leaf parent node is also
full, it has to be split again into two non-leafdes, as has happened with the leaf
nodes. The only difference is that the last enfrihe first node is not copied to the
parent node, but moved. Finally, a data pointesiablished from the new key on the

leaf node to the record.

The deletion process is similar to that of theriise. Firstly, delete the record, and
then, delete the desired key from the leaf nodbanndex tree (the data pointer is to
be deleted as well). When deleting the key fromead hode, it is possible that the
node becomes underflow after the deletion. Indase, try to find a sibling leaf node
(a leaf node directly to the left or to the right the node with underflow) and

redistribute the entries among the node and itegiko that both are at least half
full; otherwise, the node is merged with its sipfinand the number of leaf nodes is

reduced.
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The index maintenance for FRI is similar to NRlerihg scheme except that FRI
scheme should update the index structure in theeecttannels rather than specific

index channel as what NRI does.
b. PRI-Indexing Scheme

* Node Insertion

When a new key (record) is inserted into the PRIexng scheme, the PRI
scheme needs restructuring. The following examfilestiates the index

restructuring process. It is an insertion of er@8yinto the existing index. This
example shows three stages of index insertion psocEhe stages are (i) the
initial index tree and the desired insertion of t@av entry to the existing index

tree, (ii) the splitting node mechanism, and (i restructuring of the index tree.

The initial index tree position is shown in Figyr&6(a). When a new entry of 28
is inserted, the first leaf node becomes overflawplit of the overflow leaf node

is then carried out. The split action also caus$es rion-leaf parent node to
overflow, and subsequently, a further split muspbgormed to the parent node

(see Figure 4.36(b)).

Notice that when splitting the leaf node, the tydt $eaf nodes are replicated in
index channels 1 and 2, although the first leafenaftier the split contains entries
of the first channel only (25 and 28 — the rangemdéx channel 1 is 1-37). This is
because the original leaf node (25, 30, 44) isadiyeeplicated in both channels 1

and 2. The two new leaf nodes have a node pointeng them together.
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Channel 1 Channel 1, 2 Channel 2

Figure 4.36. Index entry insertion

When splitting the non-leaf node (44, 55, 67) i@ non-leaf nodes (28; and
55, 67), index channel 3 is involved because tl mode is replicated in channel
3 too. The final step is the restructuring stegs Btep is necessary to ensure that

each node has been allocated to the correct irftEnels. Figure 4.36(c) shows
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a restructuring process. In this restructuringeindllocation is updated. This is
done by performing a sequential traversal of tlee,tfinding the range of the
node (min, max), determining the correct index ded(s), and reallocating to the
designated channel(s). When reallocating the neaehannel(s), each channel
will also update the node pointers, pointing toldsal or neighbouring child

nodes. Notice that in the example, as a resulh@fréstructuring, the leaf node

(25, 28) is now located in channel 1 only (insteddhannels 1 and 2).
Node Deletion

To illustrate how node deletion works, consider tolowing example. We
would like to delete entry 28, expecting to get thiginal tree structure shown
previously before entry 28 is inserted. Figure 4s3%Wws the current tree

structure, the merge and collapse processes.

As shown in Figure 4.37(a), after the deletion ofie 28, the leaf node (25)

becomes underflow. A merging with its sibling leefde must be carried out.
When merging two nodes, the index channel(s) wbigh the new node are the
union of all channels owning the two old nodesthis case, since node (25) is
located in channel 1 and node (30, 44) is in chanhand 2, the new merged
node (25, 30, 44) should be located in channelsd12a Also, as a consequent to
the merging, the immediate non-leaf parent nodeydmis to be modified to

identify the maximum value of the leaf node, whighow 44, not 28.

As shown in Figure 4.37(b), the right node poirgéthe non-leaf parent node

(44) becomes void. Because the non-leaf node (d44)tte same entry with its
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parent node (root node (44)), they have to be psdd together, and

consequently a new non-leaf node (44, 55, 67)rindd (see Figure 4.37(c)).

The restructuring process is the same as thath®rinsertion process. In this
example, however, index channel allocation has beee correctly and hence a

restructuring is not needed.

@ Initid Tree
Chanrel 1, 2,3
Chanrel 2, 3
Chanrel 1, 2 E!@l
Cnamel 1 2500 [28lo] 30| [44/0}e— [5d] [55d 7| [63lo] [661] [67]clej—+|[72]d [7ele][ocfol
J Channel 1, 2 Channel 2 Channel 2 Channel 3
Delete 21 (underfi
(b) Merge
Modify !.! Channel 1, 2, 3
,1 Channel 2, 3
Channel 1, 2 ﬂ.ﬂ .E.E
void
\
[25]0] [30[0] [44o]e _[[53[o] [s3g) o—
Channel 1, 2 Channel 2

(c) Callapse

|44|q|55|0¢\67|ql\ChanneI 1,2,3

[25]0] [30]o] [44]o]e1—4{53[0] [55]0]e+—»

Channel 1, 2 Channel 2

Figure 4.37. Index entry deletion
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4.7 Discussion

This chapterhas presented efficient data broadcast indexingnsel which are

concerned with minimising the client tuning timedgrower consumption while at the
same time optimising the overall query access fon@btaining desired data item in
multiple channel environments. The proposed schesne classified based on the
type of queries involved namely: Traditional Qusrieand Location-Dependent

Queries.

e Traditional Queries

To accommodate this type of query, this thesioaices three broadcast indexing
schemes namely: (i) Non-replicated indexing schéNtl), (i) Partially-replicated
indexing scheme (PRI), and (iii) Fully-replicatedléxing scheme (FRI). These three
indexing schemes are designed basedBen tree structure. The performance
indicators include index access time, client’s mgntime and power consumption.
The simulation experiments have been extensivelyecaout. There are three cases
for consideration whose aim is: (i) to comparepgbeormance of NRI, PRI and FRI
in the context of one and two data items retrieidlto study the performance of
PRI against conventional method as what suggesté#dng and Si (Leong and Si,
1995), (i) to analyse the performance of PRI wtibare are more replications

involved in the channel.

Based on the three cases, it can be learnt thaNdmereplicated indexing (NRI)
scheme offers a slightly lower index access timea@spared with the other two

schemes. However, this scheme (NRI) requires thkilenolient to determine the
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right index channel that contains the index ofrieé This can be easily solved if the
client is able to listen in to more than one charmteany given time, but it also

consumes a substantial amount of energy. In theladiion, it is assumed that where
NRI is utilized, each mobile client is aware of thdex channel directory. Thus, the
drawbacks of this scheme are not apparent in thelaion, but they certainly need

to be considered.

Otherwise, this constraint can be overcome by elheadcasting the index channel
directory prior to the index cycle, or by sendihg directory request to the server.
The later scenario raised a few issues such ashVf@nh a client leaves its cell and
enters a new cell, the directory or index cacheg need to be updated; (b) new
clients in the cell need to obtain an index diregtoom the broadcast channel. This
includes the mobile unit, which was turned off amdhed on again. These issues may
generate excessive traffic between the clients thadserver. Other issues include
larger index sizes to incorporate the index chartiedctory, and high power
consumption for clients to send a request to tineeseThe PRI scheme does not
have these drawbacks and most importantly it hasyasmall fraction of access time
difference from NRI. Having noted that PRI has Hane behaviour as a single
channel system while providing a better access, tin@an definitely be considered it

as the better option.

A fully-replicated indexing scheme (FRI) provideket largest access time as
compared to the other two schemes. However, thiense might be considered
when the channel is vulnerable to noise and sidisabrtion, as the client can move

to the other channel and retrieve the desireditiats without substantial disruption.
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An extended experiment has been conducted to fuathalyse the performance of
the PRI against FRI in six cases. The six casesdomparison are concerned with
varying the index-inter arrival rate and the skeguest distribution in terms of one
and two indexes retrieval. The results suggest tthatPRI (Global Index) scheme
outperforms the FRI (Non-Global Index) scheme sarfigdlly in every aspect of

evaluation.

* Location-dependent Queries

As mobility is one of the unique characteristicdlad wireless environment, the kind
of information requested is generally location-defent; that is, the mobile client’s
location is relevant to the information requestethe information requested is based
on a particular location (Lee et al, 2002). Thiguest is generally known as location-
dependent queries, and such services can be talkzdion Dependent Information
Services Since the focus is on data broadcasting schamb, services can be called

Location Dependent Broadcast Services.

This thesis also presents index architecture, ccalldobal indexing scheme to
accommodate location-dependent queries. This anthite is designed to minimize
the average access time, tuning time, and powesucoption for accessing relevant
index items. Considering the advantages of PRI Toaditional Queries, the
fundamental architecture of the Global Index forcation-Dependent Queries is

adapted and derived from PRI scheme.

In the experiments, the performance of a squariel wlope as compared with

polygon one is studied. It is found that a squaai\scope which incorporates the
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Global indexing scheme reduces processing timelifamts. The Global index scheme
is analysed against the non-global index in whitdrd two cases for consideration
namely: balanced and unbalanced tree. For botts,ctse Global index provides a
substantially better average access time and tuimreg performance as well as less
power consumption than the non-global index mo#sla result, it will be able to

conserve a considerable amount of power.

4.8 Conclusion

The indexing scheme is a desirable mechanism tdy appa mobile broadcast
environment due to its ability to provide accuriafermation that enables a client to
tune in at the appropriate time for the requirethdélowever, the presence of the

index in the broadcast cycle will greatly affeat ticcess time.
The main contributions of this chapter are sumredras follows.

+ An efficient Indexing Scheme for Traditional Qsriin Multi Broadcast
Channel Environment is presented. Three indeximgrees are introduced.
These three schemes are: (i) Non-replicated indefNRI), (i) Partially-
replicated indexing, and (i) Fully-replicated exing scheme (FRI). These
indexing schemes incorporate a multi-index chareued| the data items are

broadcast separately in data channels.

Extensive simulation models have been developethadyse the performance
of the proposed indexing schemes. The analysisidesl a comparison of
index access time, client tuning time and powersaaption. It is considered

that the Partially-replicated indexing scheme (PRI)he better scheme for
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index dissemination over multi-broadcast chanmifhiough PRI is utilizing
multi-index channelling, it behaves like a singlecnel system. PRI has the
ability to maintain a low overall query access tinbile still having the
advantage of utilizing an index to inform mobiléents of when the desired

data is to arrive.

. An efficient Indexing Scheme for Location-Deperid@ueries in Multi
Broadcast Channel Environment is introduced. Arexiitfy architecture for
location-dependent queries in multi broadcast oblaenvironment, called
global index has been presented. In the simulagsperiments, the
performance of this scheme has been extensiveliysada including the
processing time of mobile clients for processing vhlid scope, query access
time, client’'s tuning time and power consumptiorheTperformance is
compared with non-global indexing scheme in whickré are two cases:
balanced and unbalanced tree. For both cases, lth@&lGndex provides a
substantially better average access time than the®obal Index model.
Moreover, the results suggest that the Global Indexapable of providing
less client tuning time than the Non-Global Indgxgtheme. As a result, it
will be able to conserve a considerable amountavfgs, which is of great

benefit in the mobile database environment.



Chapter 5

Hybrid M odé

5.1 Introduction

In wireless computing, applications such as acegssirline schedules, stock
activities, traffic conditions, and weather infotioa using PDAs on the road are
expected to become increasingly popular. It is chob®wever, that several wireless
computers including laptops and palmtops use hastef limited lifetime for their

operations and are not directly connected to amwepasource. As a result, query
response time and energy saving are very impoitsoies to resolve before the
potential of wireless computing can be fully rezdis In data broadcasting, query
response time and energy saving issues are refgddgnthree performance metrics

namely: query access time, client tuning and paeesumption.

In Chapter 3 of this thesis, strategies to optindeannel utilisation are studied.

These strategies are concerned with minimisinggthery access time for obtaining
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on-air broadcast database items. Subsequenthg ftecessary to ensure power
conservation for the clients through the reductidrclient tuning time which also
indicates its energy consumption. In light of tissue, Chapter 4 of this thesis
presents index broadcasting schemes, which havalility to provide accurate
information for a client to tune in at the apprapeitime for the required data. These
indexing schemes are designed for minimising clieuming time and power
consumption and maintaining the overall query axdése at a considerably low

level when retrieving broadcast database itemauitipte channel environments.

In this chapter, a hybrid model combining the meder optimising query access
time, tuning time and power consumption is presknidis hybrid model combines
strategies presented in the previous two chap@nadters 3 and 4) of this thesis,
which is built following the sequence of these twbapters forming a single

broadcast system.

The performance of this hybrid model is evaluatsidgia simulation program as well
as real-world implementation (prototype system)e Tirototype system has been
built in a real wireless environment and it is usedepresent an experimental test
bed of the overall proposed data broadcasting sehemd to measure and study the
effectiveness and efficiency of the schemes. Tlopype system is also used to
validate the results and to ensure the correctiodssimulations when larger

parameters are applied.

The rest of this chapter is organized as follovextiSn 5.2 gives an overview of the

hybrid model. Section 5.3 describes the performaweduations of the hybrid model.
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The prototype system of the hybrid model is oudirke Section 5.4. Section 5.5
presents the experimental results which are olutefrmen the prototype system and
simulation program. It is followed by discussionsfindings in Section 5.6, and

Section 5.7 concludes the chapter.

5.2 Hybrid Model

A hybrid model consists of the strategies that Haeen presented in Chapters 3 and
4 of this thesis forming a single data broadcastesy. This hybrid model is created
following a sequence given in Figure 5.1, whichbat®rresponds to the order of

chapters in this thesis.

Proposed Strategy

Optimising Channel A.Minimising l Objectives
Utilisation Query Access » To evaluate the performances|of
Time the combined model.

« To validate the results obtained

Hybrid Model — ....... > from the simulation program.
Performance Evaluations:
B. Minimising . o .
Index Schemes for Multi Tuning Time and Simulation Program
Channel Data Broadcasting | Power Consumption I « Prototype System

Figure 5.1. Chapter framework

As can be seen from the Figure, it proceeds fromp@hn 3.3, where a model for
finding the optimum number of broadcast channedtiglied. After knowing the
number of broadcast channels to broadcast a saatabase items, data broadcast
ordering and scheduling strategies then need tappéed (see Chapter 3.4). The
final broadcast program is subsequently placetiendiata channels. These strategies
are concerned with minimising query access timerwbletaining on air broadcast

database items.
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Although it attempts to minimise the query accas®,t clients will still have to
consume a substantial amount of power while liseno a number of unnecessary
data items. Therefore, it is necessary to ensuveepaonservation for the clients
through the reduction of client tuning time whiclisoa indicates its energy
consumption. This can be achieved using index lmasithg schemes which let
clients know when each of the data items is bemugdicast. These schemes enable
mobile clients to conserve energy by switching pbover saving mode or doze mode

and back to active mode when the data is about tardladcast.

Chapter 4 of this thesisresented data broadcast indexing schemes for isimym
client tuning time and power consumption. The indexonstructed based on the
order of the data item in the data channels, wihale been determined based on the

strategies given in Chapter 3.

In this chapter, a hybrid model combining the meder optimising query access
time, tuning time and power consumption, which hbgen presented in Chapter 3
and 4 of this thesis, is investigated. This condbimeodel corresponds to the
broadcast-based information system that can beisedatil by wireless

telecommunication providers to offer scalable, atif@ and efficient data broadcast
delivery services to mobile clients. Figure 5.2idepthe proposed data broadcasting

system and its elements.

The hybrid model is illustrated in Figure 5.3, whiFigure 5.4 depicts the access time
and tuning time calculation of the model. Figuré Shows the total access time and

tuning time to retrieve data item # 3 as an examplach starts from the time the
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client probes into the beginning of the index clenmtil the desired data item has
been obtained. It can be seen from Figure 5.4tkleatlient is able to conserve power
consumption using index information by tuning inyowhen the desired index or
data item is about to arrive in the channel. Howetlee consequence of having the
index is that there is a trade-off between miningzihe tuning time and the query
access time. The consequence of minimizing ondarhtis the increase of the other

(Imielinski T., Viswanathan S. and Badrinath, 198hung, 2005).
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Figure 5.4. Access time and tuning time calculation of the hybrid model

The client processing mechanism in this model eaddscribed as follows:
- Mobile client tunes in to an index channel.

- Mobile client follows the index pointer to the rigindex key. The pointer may
lead to another index channel that contains thevaet index. While waiting for

the index to arrive, mobile clients can switch taver saving mode.

- Mobile client tunes back and retrieves the riglitei key, which points to the
data channel that contains the desired data iteinditates a time value for the

data to arrive in the data channel.

- Mobile client tunes into the relevant data chanaal] switches back to power

saving mode while waiting for the data item to\aari

- Mobile client switches back to active mode justobefthe desired data item

arrives, and retrieves the information.
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5.3 Performance Evaluations

This chapter is divided into two categories of perfance evaluations: (i) the

prototype system, and (ii) the simulation program.
* Prototype System

The prototype system provides a real-world impletaigon. It has been built in a real
wireless environment and it is used to represerfopeance measurements of the
hybrid model. In the prototype system, the propd3Bd or Global Indexing scheme
for traditional queries (see Chapter 4.3) is comtbiwith the broadcast ordering and
scheduling scheme (see Chapter 3.4) forming aeshhgladcast system. The analysis
is concerned with the proposed broadcast ordemigsaheduling scheme without
replication (refer to Chapter 3.4.1), and apply@tebal Indexing scheme in order to

minimise client’s tuning time and power consumption

As for performance comparisons, an existing davadrast ordering and scheduling
approach as discussed in (Prabhakara et al, 2@30albo been implemented in the
prototype system. The existing ordering schemdea®l the basic ordering scheme
that allocates the data items in the channel aceprt the access frequency in a
non-decreasing order. The indexing scheme of tligtirex method follows thé*

tree index structure, which is broadcast in an xndeannel. This concept was

introduced in (Leong and Si, 1995).

e Simulation Program

The performance evaluation is also carried outgusinsimulation program. An

extended simulation is presented to further andlysgerformance of the combined
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model of what have been implemented in the promgystem with larger parameters
value. The simulation program is outlined in smttb.4a of this chapter and more

detailed information about the simulation is av@éan appendix A of this thesis.

5.4. Prototype Model

This section describes the prototype model of adicast-based information system
that has been developed for the experimental &gt-lm the model, the broadcast
data is retrieved from a central database servertlagy relate to the share price

indices context (see Appendix B).

The hardware technology used for both the cliemt #e server devices is one
desktop computer as a server and a notebook comgmiteclient. The server device
is configured with Intel Pentium 4 CPU 2.4GHz , B RAM, 120 GB HDD. While,
the notebook used is a Fujitsu P series Ultra-lijlatebook with Transmeta
Crusoe™ TM5800 (800MHz) and an integrated WLAN, MBGSDRAM and 30GB
HDD. The server device communicates to the clientic® over a wireless LAN.
The standard wireless Ethernet networking technol®@2.11b is utilized. The
software technology on both computers uses Mict@st¥indows XP Professional

edition as the operating system.

Both applications on the client and server deviee @rogrammed in Microsoft®
Visual Basic® 6.0 Enterprise Edition. Microsoft®&sWal Basic® 6.0 is an Object-
Orientated Event-Driven high-level programming laage. The server application
uses version 2.7 of the Microsoft® ActiveX Data @it (ADO) in Visual Basic®

6.0 to enable connectivity with the data sourcecrbdlioft® Access® database.
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Within every ADO, a structured query language (SQ@tgtement is used in the
server application to access and manipulate tree stated in the database (Dietel et
al, 1999). The Microsoft® Winsock control provides standard application
programming interface (API) to enable wireless camication in a UDP/IP network

(Jones, Ohlund, 2002).

The prototype model implements a connectionlesshaamcation via UDP/IP by the
standard application programming interface (APlicrigsoft® Winsock Control.
The Winsock control uses the IPv4 transport. [Rvthe network protocol that is
used by the Internet. It is used to assign a B2diress to each computer and to

support unicasting, multicasting and broadcastingata (Jones, Ohlund, 2002).

The design of the model comprises of three spedbfmponents. The three
components are: (1) a data source, (2) a servelcagmgm, and (3) a client

application. The data source component is a siMuleosoft Access® database. The
model retrieves information from the database. @&immunications are routed
through a server component. The data source amdrsssmponents are located on
the same server device. The server component @&pplication that functions as a
mediator between the data source and client apiplicaFigure 5.5 illustrates these
components and their relationships. The client iegidn filters out broadcast

information from the server.

The client processing mechanisms for the prototgpédel are illustrated from Figure
5.6 to 5.9. Figure 5.6 shows the initialization gdhdor the clients to select desired

share prices. The system detects the required ghaces with the relevant
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identification numbers and tunes into an index okaijsee Appendix B.2). In the
index channel, the client receives an index keyfalows the pointer containing the
required identification number. The pointer maydléa another index channel that
contains the relevant index. The client completiconnects for a certain time
interval indicated in the index key and delibenatiles not receive index keys which

are not related to the required identification nam(see Figure 5.7).

O e )

Server

. Visual Basic 6
ADO connectionl  gpplication

Data source
Access®
database

Client
Transmission Visual Basic

6.0
_Mﬂgn_ application

Dummy
Client

Visual Basic vaiIrEeIfeESS ai.t%/vlobrk
6 licati 4
appiication using UDP/IP

N —

Figure 5.5. Prototype Components

The client reconnects after the time interval lzgséd. If an index key is still to be
received, then back to the earlier step. Othentligeclient receives the required
index that has a pointer to the desired share fsee Appendix B.2). The client
partially disconnects for a certain interval indédhin the index key. The client tunes
in to the data channel as indicated in the indgxatel deliberately does not receive
share prices which are notlated to share prices with the required ideatiibmn

number (see Figure 5.8). The client reconnects #ftetimer interval has lapsed and

receives the share price (see Figure 5.9).
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Figure 5.6. Initialisation Phase
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Figure 5.8. Client receiving index information and partial disconnection
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Figure 5.9. Client obtaining the selected share prices

5.5 Experimental Results

In this section, the experimental results are prtesk which are obtained from

simulation as well as real-implemented (prototypg)eriments. The performance of
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the proposed method is analysed and compared hatbxisting one. In this existing
scheme, the data items are ordered and broadcset loan the access frequency
without considering the relationship with other alatems. This existing data
ordering method was discussed in (Prabhakara @0@0). The indexing scheme of
the existing method follows thB* tree index structure, which is broadcast in an

Index channel.

Subsequently, the performance results derived fitmensimulation program against
the prototype system are compared. In this evaloathe statistical patterns of users
who start listening or probing into the channelofek the behaviour of Gaussian
distribution and each query pattern has equal aquesbability. The index structure
is broadcast following a top-down approach and itieex distribution model

employs a non-replication model similar to thatraduced in (Imielinski,

Viswanathan and Badrinath, 1997). Table 5.1 shdwesparameters of concern for

these experiments.

The prototype system utilises the share price @sicontext for data broadcast
services. The data content is retrieved from & daurce, Microsoft® Access®
database. The table stores records of the sharespdetails including company
name, ASXcode, abbreviation, category, and prite Jize of each record amounts
to about 420 Kb. For simplicity, there are 8 recoattogether and 5 query patterns
in accessing the records. Each query pattern ntuest up to 4 share prices at the

same time.
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The bandwidth is determined from the standard battdwor IEEE802.11b. It is
assumed that the optimum number of broadcast clsaisn2 channels. This can be
determined following the strategy in Chapter 3.3tlis thesis. The number of
requests ranges from 10 to 30. The index node grofotlows the syntax given in
Appendix B.2. The size of the pointer, as well las index attribute, is determined
from the table based on the database design a&l@dom Appendix B.1. The index

node interval can be varied. In this case thematas set to 0.3ecper node.

Table 5.1. Parameters of concern — hybrid model

Parameters Value
Size of data ltems 420 Kb
Bandwidth 11Mbps
Query Patterns 5
Number of Dependent Items in Query 1-4
Number of Broadcast Channel 2
Number of Broadcast Data Items 8
Number of Requests 10-30
Global Index
Node Pointer Size 24-32 bytes
Data Pointer Size 15 bytes
Indexed Attribute Size 8 bytes
Index Arrival Rate 1 index node per|5
sec interval
Non-Global Index
Node Pointer Size 19-22 bytes
Data Pointer Size 10 bytes
Indexed Attribute Size 8 bytes
Index Arrival Rate 1 index node per|5
sec interval

a. Simulation M odél

In this simulation, two software packages are degulp namely Visual Basic 6.0 and
Planimate or animated planning platforms (Seeley, 1997). THbgorithm to
determine the best broadcast order is coded inaVBasic 6.0. The simulation is

carried out usingPlanimate simulation tool. The simulation environment is set
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apply exponential distribution for index and datam inter-arrival rate given an

average value. The simulation is run for thirtyate®ns, and derives the average
result accordingly. In the query patterns, it aders requests that queried up to four
numbers of broadcast items, which is reflecteche iumber of dependent items in

the query.

b. Performance Analysis

The analysis involves three cases. Tihg case is to compare the query access time
of the proposed method with the existing method @bmparison analysis is carried
out using a simulation program and prototype sysfiém performance results of the
two schemes are then provided. In $keondcase, the tuning time of Global Index
in the proposed method is evaluated against Nobdablindex in the existing
method. The results are based on the prototypemysthethird case relates to
determining the average power consumption of matikents for listening to the
channels. This last case is related to the cligntisg time as indicated in the second

case.

Case 1. As can be seen from Figure 5.10, the simulatedebagiery access time
performance of the proposed method outperformseitigting method. The graph
indicates that the proposed method provides arbettess time compared with the
existing approach by about one and a half timestoaccess time. The prototype
based query access time performance as shown ureFi§.11 confirms the

superiority of the proposed method. The simulatiesult provides a slightly higher

average access time for each measurement as cahtiréhe prototype results.
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The graph comparison of the query access time mmeafice obtained from
simulation and prototype experiments are giveniguie 5.12. It can be seen that the
results from the two types of experiments are w#vge to one another. This proves
the confidence of the accuracy of the simulatiom@hoA more detailed comparison
can be found in Table 5.2. It is indicated thatgimeulated results have an average of

5.572% error in comparison with the prototype ones.
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Figure 5.10. Query access time: proposed vs existing method (simulated)
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Figure 5.11. Query access time: proposed vs existing method (prototype)
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Figure 5.12. Simulated vs prototype: results comparison

Case 2: The amount of the client’s tuning time is depictedrigure 5.13. It shows
that the tuning time of clients with Global Index the proposed method is
substantially lower than for the Non-Global Indexthe existing method. Based on
this result, one can calculate the power consumgtid mobile clients accessing the
desired data items. To obtain the client’s tuningef it is necessary to determine the
client’s processing time per Index node. In simataexperiments, it is assumed the
processing time per Index node is equal to thedfizbe Index over the bandwidth
size per second. In this case, the processing Bnaerived from the prototype
model. The results are averaged from 10 iteraténts the client’s processing time
per Index node is found to be 0.0019 sec, whidhirly close from the formula used

for the simulation experiments.
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Tuning Time
—@ - Global Index: Prototype —/x — Non-GLobal Index: Prototype
14 A A“*-s.ﬂ,— — TR = —A
() 4
£ 12
> 101
2 M - — = .
52 8-
(2]
E g
[ =2 a
&> 6
]
S 4
<
2 .
0
10 15 20 25 30
Number of Requests

Figure 5.13. Tuning time: global index vs non-global index (prototype)

Case 3: Similar to the simulation experiments, the powenstonption is measured
based on the formula given in Imielinski et al (IZR9Power Consumption = (250 x
Time during active mogle+ (0.05 xTime during power saving moddjigure 5.14

shows the power consumption comparisons betweerGthbal Index and Non-

Global Index methods.
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Figure 5.14. Power consumption: proposed vs existing method
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Table 5.2. Simulated vs prototype experimental results

Average Access Time (S)

Simulated vs Prototype System
Average Access Time (s)

Number of Requests | 10 15 20 25 30

Proposed 55.25 53.48 | 51.53 | 50.92 | 49.58
Method (Simulated)

Proposed 52.98 51.95 | 51.67 | 51.32 | 51.13
Method (Prototype)

Existing 84.14 83.58 | 80.21 | 78.67 | 77.92
Method (Simulated)

Existing 89.88 89.31 | 88.53 | 88.42 | 87.73
Method (Prototype)

Average Error Rate 5.572%

5.5.1 Extended Simulation

To obtain a better knowledge of each method’s pewdmce behaviour, the relevant
parameters are varied and extended into a larggesd he broadcasting of the index
structure in this case follows a breadth-first ord&imilar to the previous
experiments, the simulation is also carried out@isivo software packages, namely,
Visual Basic 6.0 anélanimateor animated planning platforms (Seeley, 1997). The
simulation environment is also set to apply exptiakdistribution for data and index
inter-arrival rate given an average value. In thery profile, it considers requests
that return one and up to four numbers of item fJdrameters of concern are given
in Table 5.3. The channel bandwidth is set to 64Kinhich follows the EDGE

standard (Nokia, 1999).

The performance of the proposed method is studiéour cases. The first two cases

are concerned with theguery access timgerformances between the proposed



222

method and the existing as well as the conventimedhod; the third case and fourth

case relate tolient tuning timeandpower consumptiorespectively.

Table 5.3. Parameters of concern — extended simulation

Parameters Value
Size of each data Iltem 2KB
Bandwidth 64Kbps
Query Patterns/Profiles 10
Number of Dependent Items in 14
Query
Number of Broadcast Channel 3
Number of Broadcast Data Itemsg 30 and 45
Number of Request 30
Client’s processing time per index 0.0019 sec
node
Global Index
Node Pointer Size 24-32 bytgs
Data Pointer Size 15 bytes
Indexed Attribute Size 8 bytes
Index Arrival Rate 4 index
nodes per
sec
Non-Global Index
Node Pointer Size 19-22 bytgs
Data Pointer Size 10 bytes
Indexed Attribute Size 8 bytes
Index Arrival Rate 4 index
nodes per
sec

Case 1: In this case the proposed method is compared téltonventional method.
A conventional method is when the data items apadrast without any specific
order. The index structure in the conventional métfollowsB" tree index structure
and is broadcast in a single index channel. Twdyses are considered, which

involve 30 and 45 broadcast items.

In Figure 5.15(a), it can be seen that the propossgieme outperforms the

conventional method with more than two times low&n the average access time.
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The number of broadcast items is also modified,fandd from Figure 5.15 (b) that
both access times improve accordingly. Howevershibuld be noticed that the
increase of average access time for the proposdfiothas far less than the

conventional method. This is due to the orderinges® that has been applied.
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Figure 5.15(a). Proposed method vs conventional method: 30 number of broadcast data items
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Figure 5.15(b). Proposed method vs conventional method: 45 number broadcast data items
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Case 2. The existing ordering scheme relates to the bagierimg scheme that
allocates the data items in the channel accordintheé access frequency in a non-
decreasing order as what presented in (Prabhakala2®00). The index structure is

broadcast in an index channel. The analysis ingdd@and 45 broadcast items.

From Figure 5.16(a), it shows that the proposedateprovides a better access than
the existing method with about one and half tinoegek access time. A similar trend
occurs when the number of broadcast items increéssel Figure 5.16(b)). It is
shown that the increase of broadcast items sevaffelgts the existing method, but
not as much as the conventional one. On the cgntthe access time of the
proposed scheme with the Global Index rises justaseconds or can be considered
as a minor increase. Consequently, the gap betweenproposed method and

existing method is increasing.
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Figure 5.16(a). Proposed method vs existing method: 30 number broadcast data items
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Proposed Method vs. Existing Method
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Figure 5.16(b). Proposed method vs existing method: 45 number of broadcast data items

Case 3. This case compares the tuning time of the Globaéxnwith non-Global
Index scheme. Non-Global Index refers to an exjdtiee-indexing based di-tree
structure, which utilizes a single broadcast chatméroadcast the index structure.
The analysis involves 3 broadcast items. It ieddhat the tuning time needed to
obtain the desired data item is not included in ¢hkulation since both indexes

retrieve the same data items, which can be easityporated whenever necessary.

As demonstrated in Figure 5.17, the tuning timenwibile clients accessing the
Global Index is far less than for the Non-Globaldr scheme. More importantly, the
result also indicates that clients consume much pesver during query operation

with the Global Indexing scheme.



226

Global Index vs. Non-Global Index
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Figure 5.17. Tuning time: Global Index vs Non-Global Index

Case 4: In this case, the power consumption of mobile tdiem accessing the Global
Index and Non-Global Index are determined also ftobenformula given in Imielinski
et al (1997). Power Consumption = (250ime during active modle- (0.05 xTime
during power saving modefs depicted in Figure 5.18, the power consumptibn
clients accessing the Global Index is substantiathg than for Non-Global Index.
With little power consumption, client can reservattéry power more efficiently,

which is very much desirable considering the laickesources in mobile devices.
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Figure 5.18. Power Consumption: Global Index vs Non-Global Index
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5.5.2 Performance Analysis of each Proposed Strategy

In this section, performance results for each egpain this thesis are provided. The
analysis is conducted using a simulation prograsetan a given set of parameters.
The performance metrics for comparison includesrygaecess time, client tuning

time and power consumption.

The first strategy is concerned with optimising rofel utilisation (see Chapter 3).
This strategy considers optimum number of broadchsinnels and applies data
broadcast ordering and scheduling scheme in oaenitimise query access time.
However, it does not include any broadcast dirgctanich lets clients know when
each of the data items is being broadcast; cleiitsiave to listen or tune in to the
channel from the time they probe into the broadchasinnel until the desired data
items are received. The second strategy is to appindex broadcasting scheme. A
PRI scheme (see Chapter 4.3.2) is selected forctmgparison purposes since this
scheme is considered as a better scheme as contpaotders (see Chapter 4.7).
However, this scheme does not involve ordering sufeeduling any data items. The
last strategy, a hybrid model, combines the PRIlemseh and optimal channel
utilisation method into a single broadcast systetnich is described in this chapter.
In this analysis, the simulation settings and theameters of concern are the same as
those applied in the extended simulation (see®®e&i5.2) with 30 broadcast data

items.

The average results of this analysis are givenahlel's.4. It can be seen from the
table that the query access time is the lowest where is no index directory

broadcast with the data items. However, the tutimg of the client listening to the
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channel is worse, which is related to the highestigr utilisation. When an index
broadcasting scheme is applied (PRI), the quergsactime increases accordingly
since clients need to wait for the right index tave before obtaining desired data
items. However, this scheme does not include tha tbaoadcast ordering and
scheduling scheme. Hence, this scheme providesdhge access time although PRI
is considered the better scheme. However, the dutiine is minimal. The hybrid
model, which integrates optimal channel utilisatimethod with the PRI scheme,
provides the balance between query access timent duning time and power
consumption performances. The tuning time and paeasumption of the hybrid
model and the second strategy are the same siticéndexes retrieve the same data

items.

Table 5.4. Parameters metrics — performance comparison

Optimising I ndex Hybrid

Performance Metrics Channél Broadcasting Modé

Utilisation | Scheme (PRI)
(with no
I ndex)
Number of Broadcast Data Items = 30

Average Query Access Time (seQ 1.9019 7.1465 5.2899
Average Client Tuning Time (mse¢ 1901.91 680.53 680.53
Average Power Consumption (Joule) 0.475 0.170 0.170

Another thing that can be seen is that the acamssratio of the hybrid model with

the first strategy is less than the power consumptatio between these two. The
ratio difference is about 0.01 or 1 percent. Thusan be derived that the hybrid
model is capable of providing better performancéh vegard to query access time

and power consumption trade-off ratio as comparid the first strategy. However,
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the utilisation of each strategy may be selectedraling to the level of importance

of each of the performance indicators for the maivbroadcast-based mobile

services.

5.6 Discussion

This section discusses the performance of the dhybiiategy. Two categories

performance evaluations are applied: (i) prototyystem, and (i) simulation

program. According to the evaluations, the follogviimdings can be derived.

Based on the prototype system, the results shaivttie performance of the
hybrid model is substantially better than the égsbne in every aspect of the
evaluations including query access time, tuningetiamd power consumption.
Moreover, it is found that the simulated resulvesy close to the prototype one
that represents real-world performance measurenieig.proves the confidence

of the accuracy of the simulation model.

In the extended simulation, the parameters ineblaethe prototype system are
modified to represent a larger scope. The resuligest that the proposed model
performs significantly lower for access time, tgntime and power consumption

compared with the conventional as well as existiaglels.

The performance analysis for each strategy inttt@sis suggests that the hybrid
model is capable of providing optimal query acdess, client tuning and power
consumption. The results of this analysis can hlsedt as a guideline to
determine the most suitable strategy to apply | télevant data broadcast

services. Applications such as stock indices aneign exchange are probably
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more interested to the non-indexing strategy a®duires the shortest access
time possible to make a quick decision based oWsiiilst, election result and
news broadcasting may not be too much concernddtiagt response time, thus
the second strategy with indexing can be appligdeQapplications like weather
information or weather forecast services, tourswises, airline schedules, and

route guidance may well apply a hybrid model dateaticast system.

5.7 Conclusion

This chapter presented a hybrid model of the coedbsirategies that were proposed
in Chapters 3 and 4 of this thesis. The performaveduations are carried out using
a prototype system and a simulation program. Tladuations include comparisons
with existing approaches. The validation of theudation model using the prototype
system has been achieved. An extended simulatisralea proven the effectiveness

of the proposed data broadcast management schemes.
The main contributions of this chapter are sunuearias follows.

* Provides a hybrid strategy forming a single broatisgstem. The hybrid
model represents the broadcast-based informatistersythat can be
utilised by wireless telecommunication providers odfer scalable,

effective and efficient data broadcast deliveryises to mobile clients.

» Performance evaluations of the hybrid model hawnlwarried out using
empirical (simulation program) and practical evitss (prototype
system). Simulation models have also been validateu extended

simulation experiments have been carried out tegtbe performance of
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the hybrid model in a larger scope of parameteusthEr performance

evaluation can rely upon the simulation models.

This chapter completes the proposed data broadgastrategies (see
Figure 5.19). In Chapter 2 of this thesis, a dataaticast management
framework has been provided. Several research iqnseshave been
raised and they are summarised into two tasksvas @i the left boxes in
Figure 5.19. The proposed strategies concerningwtbeasks have been
presented in Chapters 3 and 4 of this thesis, ctsply. The

performance for each strategy has also been studied

A hybrid model that combines the strategies of éhelsapters has been
presented and the performance has been analysedoltnd that hybrid
model is able to optimise the query access timeingutime and power

consumption of mobile clients for obtaining on-hibadcast database

items.

Tasks of a data broadcast

management scheme

Discovering data
broadcasting models,
ordering and scheduling
algorithms for minimising
query access time

Formulating indexing
structure into efficient
tuning time and power
consumption

Proposed Method

\_

Chapter 3

« Determining Optimum Numbe

of Broadcast Channels

« Formulating Data Broadcast

Ordering and Scheduling

Chapter 4
Index Broadcasting Schemes

« Traditional Queries
+ Location-Dependent Queries

Chapter 5
Hybrid Model

Figure 5.19. A framework of the proposed data broadcasting strategies
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Conclusion

6.1 Background

This thesis investigated data broadcast managesw@mes designed to achieve
high performance data broadcast retrieval and aiaiqtower efficiency. The main
aim of this research was to study performance ingr@nt of data broadcast query
processing in a multi wireless channels environm@ttiention is focused on three
major areas of performance improvemempsery access time, client’s tuning time
and power/energy consumptioihe investigations include determining a model to
obtain an optimum solution for broadcast chanregssidering number of channels,
number of data items requested, data ordering gpietation, index structures, and
data/index channel composition. The model is furetdal for optimizing query
access and client’s tuning times, which will makesignificant impact on power
consumption. In addition, the performance evalmatibthe results has been carried

out using asimulation andprototypemodel.
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6.2 Summary of the Research Results

The research presented in this thesis has addresgkdesolved the outstanding

problems of data broadcast query processing maragemyghlighted at the end of

Chapter 2.The achievements of this research armatired as follows.

6.2.1 Minimising Query Access Time

Optimum Number of Broadcast Channel

The analytical models for calculating query acagse over broadcast and on-
demand channel are presented. These analyticallsnade applied in order to
locate the optimum value of broadcast items. Thresgtime of the on-demand
channel is used as a threshold point. This thtéghmnt is utilised to determine
the optimum number of channels required to brodadeaset of database items.
Consequently, the query access time over the basaddannel is maintained

below the access time over an on-demand chanaalicircumstances.

Several parameters are taken into account, whidhda request arrival rate,
service rate, number of request, size of data is&m, of request, number of data
item to retrieve, and bandwidth. The optimum numbérroadcast items is
changed dynamically depending on the value of thpaeameters. The
achievements in this section can be summarisedolsn$: () to present

analytical models to determine the query accese tawer on-demand and
broadcast channel aniil)(to provide analysis and comparison of the two ef®d

in order to determine the optimum number of broatichannels.
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The performance evaluation results show that thalytieal models are

considerably close to accurate.

Data Broadcast Ordering and Scheduling SchemehowitReplication

The scheme is designed to ensure that the moststglidata items stay close to
each other in the channel. It orders and scheduéedata items in the broadcast
channel in such a way that most clients will havaismum query access time.
This scheme is concerned with a flat broadcast raragn a multi broadcast
channel environment. A flat broadcast program spoeds to the case where the
data items appear with the same frequencies. THerpence evaluations result
shows that the proposed scheme provides a suladiiabetter average query

access time as compared with conventional method.

Data Broadcast Ordering and Scheduling Scheméh Replication

As opposed to the flat broadcast program, thisreehis concerned with the non-
flat broadcast program. A non-flat broadcast progorresponds to the case
where the data items appear with different fregiesncGenerally, the most
popular data item will be broadcast more often tlhers. This scheme
considers a certain degree of data replicationrtmdrast the highest access
frequency more often than the others in a multabdoast channels environment.
Based on the performance evaluation results, tb@gsed scheme is able to
provide a substantially better average query acdgss as compared to
conventional method. The result also indicates ¢hamts who begin listening to

the channel during the early broadcast cycle Wil the shortest access time.
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6.2.2 Minimising Client Tuning Time and Power Consumption

Efficient Indexing Scheme for Traditional QueriasMulti Broadcast Channel

Environment

Three indexing schemes for traditional queriesairmulti broadcast channel
environment are presented. These three schemeg)axan-replicated indexing

(NRI), (ii) Partially-replicated indexing, andi | Fully-replicated indexing scheme
(FRI). These indexing schemes incorporate a muiex channel, and the data

items are broadcast separately in data channels.

The analysis of the three indexing schemes incluohelex access time
comparison, client’s tuning time and power consummpt It is considered that
the Partially-replicated indexing scheme (PRI) he tetter scheme for index
dissemination over multi broadcast channels. AlgtoBRI is utilizing multi index
channelling, it behaves like a single channel syst®RIl has the ability to
maintain a short overall query access time, whilehaving the advantages of

utilizing an index to inform mobile clients of whéme desired data will arrive.

Efficient Indexing Scheme for Location-Dependenéri@s in Multi Broadcast

Channel Environment

A novel indexing architecture for location-depemdgueries in multi-broadcast
channel environment, called the Global indexingeswsh is presented. This
scheme is designed based on the concept of thenB&! similar to that which
was proposed for the traditional queries envirorimdie Global indexing

scheme for answering traditional queries is madlife serve location-dependent
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gueries in a mobile broadcast environment. In tbdopmance evaluation, it is
found that the square valid scope, which is incoafedl into the Global indexing
scheme, provides less processing time for cliiwbsequent analysis includes a
comparison of the proposed global index againstgiobal index in which there
are two cases: balanced and unbalanced tree. Fbrchses, the global index
provides a substantially better average access ttime the non-global index
model. As a result, it will be able to conserveoasiderable amount of power,

which is of great benefit in the mobile databasarenment.

6.2.3 Optimising Query Access Time, Client Tuning Time and Power

Consumption

A hybrid model combining the models for optimisiggery access time, client
tuning time and power consumption has been preseAt@rototype system has
been built in a real wireless environment and itused to represent an
experimental test bed of the hybrid model and tcasuee and study the

effectiveness and efficiency of the schemes. Tladuation of this model includes

a comparison with conventional as well as exissngemes. The performance
results suggest the superiority of this model iergwaspect of the evaluation. The
prototype system is also used to validate the sitioml results and to ensure the
correctness of simulations when larger parametersapplied. The outcome of
this investigation can be employed by wirelessctal@munication providers to

offer scalable, effective and efficient data braeicdelivery services to mobile

clients.
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6.2.4 Performance Evaluation

Simulation performance evaluation was carried outlémonstrate the efficiency
of the proposed procedures. The cost models fouleting the performance of
data broadcasting as well as data on-demand a@essorroborated by
simulation. A prototype system for the experimerdgpproach of the hybrid
model is able to strengthen the simulation resiitsough these evaluations, the
guantitative models are demonstrated to be higalyable in representing the
behaviour of broadcast-based data management sshieme multi-channels

environment.

6.3 Future Research

This section discusses some possible investigatioats can be done in order to
enhance the broadcast data management schemdsatieabeen presented in this

thesis.

* Broadcast Management for Transitive Queries

This thesis focuses on broadcasting a single etyity for the selective retrieval of
database items. However, since most real-world icgtjgin databases involve
multiple entity types, transitive queries that asceelated data items belonging to
different tables, are very common. For exampley melational database (RDB), join
operations are required to relate data items fréf@rent relations. The term entity
type relates to a generic collection of data itentk the same logical structure. It is
desirable to extend the work in this thesis to manstransitive queries or queries

that access related data items belonging to diffezgtity types. The difficulty of the
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server is to decide the broadcast order in advave without much knowledge of
any query in the future. The complexity includes thodification of the relevant
indexing scheme to include an integrated pointgoitda attributes from two or more

entity types.

e Multi AttributesIndex Broadcasting

This thesis is concerned with single attribute inbeoadcasting. It is definitely of
interest to modify the index structure in ordeatmommodate multi-index attributes.
Thus, it will be able to support mobile clientsfitwd the data item efficiently using an
alternative search key or combination thereof. &@mple, as in traditional queries,
mobile users are enabled to initiate queries stw astrieve all stock indices where
the stock price is below $50. Similarly, for locatidependent queries, it is desirable
to accommodate constrained location-dependent agiesuch queries include “find
the nearest motels at cost less than $50 per nights will require a more complex

and vigorous mechanism.

» Adaptive Broadcast Channels

An adaptive broadcast channel is utilized in cocfjiom with a multiple broadcast
channel mechanism. The distribution of data iterasr omultiple channels with
different distribution patterns enables a mobilentlto switch among channels and
retrieve the desired data (Leong and Si, 1995)s Téchnique not only helps a
mobile client to retrieve data item during signistartion or channel failure, but also

enhances the query response time.
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With an adaptive broadcast channel, the numberaddzast channels is set to be
dynamic. This technique is effective in handlimgever-changing environment. For
example, when there are a very large number oflenabers in a cell, the number of
data items of interest (hot items) increase, whidhsequently increases the length of
the broadcast cycle. This situation may cause sowkile clients to wait for a
substantial amount of time before receiving tharddsdata item even with the help

of different patterns of data distribution over tipké channels.

An adaptive broadcast channel is expected to Harenvironment and broadcast
the data items over a dynamic number of chann@asé&juently, when there are an
enormous number of broadcast items, the numberhahrels can be adjusted
accordingly. On the other hand, when the numbebrofdcast items is small, a
dynamic broadcast channel will shrink the numbercbénnels, so the resource

utilization is preserved.

An algorithm to find the optimal number of broadcasannels in a particular point in
time depending of the number of users in a cellqrety access patterns, needs to be
investigated. The algorithm should be able to deitex the best organization of data.
Subsequently, the data is replicated over a dynaomober of broadcast channels
with possibly a different data organization or e@héint distribution schedule. This
technique is expected to improve the response fimeahe client to retrieve the
required data items.

* Simultaneous Data Retrieval over Multi Channels

One of the advantages of a data broadcasting schemeh separates the index and

the data items over multiple channels is that litaviercome the expected delay that



240

occurs from a broadcasting index directory, siree ftequency of broadcasting the
index affects the query performance. However, mom@mal situation, when more than
one channel is involved, the client has to movewvbeh channels to obtain the
consecutive data items. To prevent a situation @/hatlient needs to move from one
channel to another especially when it involves ss\@hannels, a further investigation

of a means to receive data simultaneously overpiaitthannels is necessary.

With a simultaneous data retrieval mechanism,emtcktan just tune in to more than
one channel and filter the required data items &ingle operation. This situation
reduces the delay of missing the data items ofaste and reduces the overhead of
switching channels, which results in an improvedponse time. However, some
evaluation needs to be conducted since the operatmy be at the cost of high

power consumption.

» Caching Management for M obile Queries

Data caching in mobile databases enables cliembtiain a high computing speed as
server, by involving a much smaller volume of digéans. Furthermore, as a wireless
communication channel in general suffers from nark@mndwidth while it is also
inherently asymmetric communicatiozgchingof frequently accessed data items in a
client’s local storage becomes important for enimgnthe performance and data
availability of data access queries. Another acdgatof caching is the ability to
handle fault tolerance. This is related to the atiristics of mobile computing in
which each mobile client connects or disconneatsnfthe network frequently. In

some situation, the MBS may not be accessible duproblems such as signal
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distortion but a query can still be partially presed from caches and at least some of

the query results can be returned to the user &pdhd Gryz, 1997).

A caching management strategy relates to how ibet ahanipulates and maintains
the data in itxacheefficiently and effectively. In order to achievastha number of
issues have to be considered and these issueser@nestigation. Some of these
issues includecaching granularity caching coherence strategyand caching

replacement policy

Caching granularityis used to find a suitable physical form of daiabe cached.
Data caching granularities include tuple cachinggep caching, attribute caching,
object caching, and hybrid caching. Data granylabtoadcast by the server
corresponds to data caching granularity of a mattiget. As for page caching, the
locality that is favourable for one client may rm the same for another. Thus, the
task of the server is to determine the data org#aiz so the locality favors most of

the clients.

Caching coherence strategg/defined to ensure valid cached items. Any ugpslaf a
cached item, should correspond to relevant mobgets. It is important for mobile
clients to have an accurate value for the caclesad &t any time. The update strategy
can be initiated by the mobile client itself or Waiting for broadcast notification
from the server to update the cache. The probleri wbtification is the
synchronization between the client and the ser8@rce mobile clients are often
disconnected, they have to re-synchronize every tiay switch back on. A periodic

broadcast report requires mobile clients to keepintu into the channel.
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Consequently, it consumes a substantial amounherigg. This is not the case with
the update strategy initiated by mobile clientstrey are responsible with their own
cache. The main concern of this strategy is terdahe a refresh time for the cached
items. It is difficult to find an accurate refreSme. If the refresh time is too short,
too much energy is wasted in communicating withgeever. On the other hand, if

the refresh time is too long, the cached items mealpnger be valid.

Due to cache storage limitation, mobile clients cheehat is called acaching
replacement policy The replacement policy is used to discard o&hed items that
are no longer relevant to current queries initidtgdnobile clients. In other words,
the caching replacement policy manages to retdintba most frequently accessed
data items. The ultimate concern of this policyaspredict or determine the data
items in the memory cache that will no longer beeased in the near future.
Therefore, it creates a space for new frequentigssed items to be accommodated
within the cache memory. An inadequate replacerpelity results in a waste of
energy, as mobile clients need to contact the senverder to obtain the desired

data.

* Hybrid method of broadcasting, caching and pull based request

The combination of caching, broadcasting and onasielhmethods can constitute an
effective technique to enhance the query performarihe caching technique
provides speedy data retrieval since the dataatable in local storage. However, a
mobile unit has a limited capacity for storing daesms. Thus, only a fraction of the
desired data items can be cached. With the compteaiea broadcasting technique,

the caching problem is removed since clients cae ino to the channel to pick up
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data of interest when the data is not availabtbéncache. Nevertheless, the quantity
of data broadcast is changing based on the quessaatterns. Therefore, the

response time for clients’ data retrieval may heesaly affected.

As an alternative, mobile clients may send a direquest to the server when it is
made aware of when the desired data items will @pipethe broadcast channel. For
example, a threshold as proposed in (Lee, Hu amd 1897) can be employed to
make a selection between broadcast and on-demaridesd he indexing technique

is used to indicate the time of the next desirei d@ms to arrive in the broadcast
channel; if the data item appears within the nes¢ghold number of data frames, the
client can choose to stay tuned in the channekratise an on-demand service is

required.

The possible drawback with this technique is powtglization. This technique
enables the speeding up of data retrieval but atespoint it may not be energy
efficient since a number of checks may be need&xtéé can decide how the data is

to be obtained. Thus, a thorough investigatioedgiired.
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Appendix A

Simulation M odd

A.1 Simulation Platform Overview

Planimate, animated planning platforms is a software platfodesigned for

prototyping, developing and operating highly visaatl interactive applications

(Seeley, 1997). Figure A.1 depicts the intial iftee of Planimate simulation

platform.

{-'Phiua{e:- 4unsaved> [Object] - Select and layoul model objects
! Fie Edit Bun Display Log Track Window View Help

¥ 411k [195]

Planimate”

ANIMATED PLANNING PLATFORMS

By Doug Seeley and Riccardo Macri

/f_
©

and developed by
InterDynamics Pty Ltd

Copyright © 1989-1997 InterDynamics Pty Ltd
All Rights Reserved

: 57N 36787 Kevin Luxford, Dept. Business Systems, Monash Uni.

0.00

‘ Sunsaved:

<main (Dynamic) | |

Figure A.1. Planimate Simulation Platform
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Planimate has a number of simulation objects from the objaiette which
represent different activities for simulating thehaviour of the real-environment.
The following diagram (Figure A.2) is an enlargemmeiithe Object Palette with a

table of object names.

(3 Planimate: <unsaved= (Object) - Select and layout model objects |Z||E||z|

File Edit Run Display Log Track window  Wiew Help

Objects

Figure A.2. Objects in Planimate

Items, or temporary entities, will flow through tegstem and interact with the
permanent objects (see Figure A.3). The pathsHhighwthey will move through

the network of objects needs to be defined

Figure A.3. Entities in Planimate
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A.2 Data Broadcasting M odel

+ A data broadcasting model is shown in Figure Anvkhis example, there are four
servers, four broadcast transmitters, four wirelelsannels, and four mobile
clients. The receptors in this case represent maddvices which listen to
broadcast channel, and select the data items baselégnt requests. Each mobile
client receives broadcast data items from indiMideaver. The broadcast interval

can be set in periodic manner.

8 Planimate: Data-Broadcasting (Object) - Select and layout model objects

Fie Edt Run Display Log Track window View Help
i 0.00
Broadcast - 1 i mitter - 1 “wireless Chan 1 R te -
i
End-1
, 1 e
B e Witk Chan?  Receptor-2 T o0le Clert
End-2
— [
Broadcast - 3 trarsmittar - 3 Wireless Chan 3 Receptar -3 Maohils Client-3
=
End-3
R
Bicfeati=f) st - ‘_‘3‘
“Wireless Chan 4 Receplor - 4 Mobis Clent-d
i
End-4
DateBioadcasting | crain> [Dyramic) | [ |

Figure A.4. Data Broadcasting Model

« Figure A.5 shows the flow of the broadcast datmstérom the server through

wireless channel to mobile client.

roadoast - ransritter - ireless Chan eceplor - 6 D
5
o
i -
. — 2, [=-=8k
transmitter - 2 Mobile Client-2 E @ 1}]

Broadeast - 2 wireless Chan 2 Receptor - 2

]
End-2
— &
Broadcast - 3 hansmitter - 3 Wireless Chan 3 Receptor- 3 Mobile Client-3
|
End-3

1 7
Broadeast-4  ansmiter - 4 T A . 1
teesshan SOEP R b bl Clieni-4
End-4
v
< >
[DataBroadoasing  |<mai> (Dyramic) I fitemt =1

Figure A.5. Data Broadcasting Model with flow
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« The image shown in Figure A.6 demonstrates the npetexs setting for

broadcast arrival rate including the distributiaitprns.

& Item Arrival: (multiple)

Start Time : [m

Finizh Time: : |1d

Interval  : |0.25 E
Batch Size [ Pattern

Lirrit [0

Cancel Ok

3 Entry Inter-arrival Pattern

Fixed ¥ alue

Equally Likely Avg: 025 2l
Triangular

Bell Curve

B andom Delaps

Erlang
Wweibull
C.DLF. Table
Paint Freq.

Fandom Stream: i]

Preview Plat Truncate | Scale | Cancel | Ok |

4@ Schedule Editor

Class | Pattern Fram To | Size | Limit | Interval | Lnopl
RandomD... 0.00 1d 1 oo 028
Add Single Event ‘ | Add Multiple Events | Edit | Remave | Loop | Dane

Figure A.6. Parameters Setting — Data Broadcast Arrival Rate

* The plot in Figure A.7 indicates that the chosestrithution is the exponential.

The vertical dotted line in the plot indicates thean value.
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@ Entry Inter-arrival Pattern E| @ Entry Inter-arrival Pattern

Fired Valus T j Fired Valus  — j
Equally Likely fuge | Eoly ikl twg: [1.00

Triangular Triangular T — j
Bell Curve

" Random Delays
Erlang Eilang

w/eibull 1] Weibull . 0
COF Table Random 5tream: CDF Table Fiandom Stream:
Paint Freq. Paoint Freq,
Preview Plot Tuncate | Seale | Concel | ok Freview Plot Tuncde | sede | Cancel | 0k |
Sample Yanation [Random Delays) Sample Yariation [Bell Curve]

0.00 2,60 0.67 1.36

Figure A.7. Distribution Setting

* Figure A.8 shows image of labelling each broaddashs. This is applied for
simulating the broadcast ordering and schedulihgrees. Clients will be able to

select the desired data items based on their prefes.

13 Routine Editor : transmitter, - 1

Routine,
Step | Dperation Cormments ~
1 Increment P-counter! by 1
2 F(Poounteried)
3 SELECT
4 CASE (Piternl=44)
5 Ptem1 = 44
6 CASE (Pitern!=40)
7 Pitem! = 44
8 CASE [Piternl 0]
E] Fiem! = 40
10 END SELECT
1 ENDIF
12 IF [Pcounterl =3 <AND> Proounterl<3)
13 SELECT
14 CASE [Pitem1=15)
15 Ftem =17
16 CASE (Piteml=31)
17 Ptem1 =15
18 CASE (Pilem1=28)
19 Ptem =31
0 CASE (Pitem1=22)
21 Pitem! = 28
2 CASE (Piteml=25)
23 Pitem! =22
20 CASE (Pitem1=44)
F Ptem! = 25
2 ENDSELECT
27 ENDIF
28 IF [Pcounterl>=3 <ANDS P-counterl<17)
23 SELECT
0 CASE Pitem1=31)
El Ptem = 35
2 CASE (Pitem1=3)
3 Ptemt =31
34 CASE (Pitem1=28)
® Fitem! = 30
<
oot | gptons | Heme| Mokeshaed | Remove Al Close

Figure A.8. Broadcast Items Ordering Setting

 The image in Figure A.9 shows the interface forcépag the data items of
interest of mobile clients. Based on this settirignts will be able to select the

desired broadcast data items.
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& Condition Table

M Fiesult
‘aﬁ?—‘%‘* Condition taken when

2 1 P:Data ltem
3 1 40
Default 2
<0R>
P:Data Item

44

«OR>

F:Data ltem

17

j
j
j
M
PDats ltem j
Ok

23

M Remove Edit Move

Figure A9. Condition Setting: Data Filtering (Mobile Clients)

« Figure A.10 depicts the parameter setting for tieats in donwloading

broadcast data items.

& Planimate: Data-Broadcasting (Interact) - Edit details in item flows

Fle Edt Run Display Log Track Window Wiew Help
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13 Item Setp 0.0
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- B == & Gl Load .00
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Urlaad 0.00
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Emad!sh? il ieless Chan Beoe%t-'l Moble Lent 2
H
End-2
@ s
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L
.
Brosdesst-4  Wanariler -4 o eh
fietess L ECERl S ) fokle Chent-4
End -4
<
& L | &
[DataBroadoasting  |<mains (Dymamic) fiemi =0

{3 Server Service Time

Fixed Value

Equally Likely Ava: [1.00 j

Triangular
|Bell Curve

: 0
CDF Tahie Fandom Streamn:

Paint Freq.

Presview Plat | Truncate | Scale | Cancel | Ok |

Figure A.10. Service Time parameter setting

* Figure A.11 shows the data broadcasting model thitbe broadcast channels.

Clients can only receive data items from one chaatreny given time.
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(% Planimate: Data-Broadcasting-2 (Flow) - Create and edit item flows

File Edit Run Display Log Track Window Wiew Help

Figure A.11. Data Broadcast Model — 3 broadcast channels

* Figure A.12 illustrates the combined model of treadbroadcasting system,
which consists of data and index channels. Theitonds set on the receptor
items which select the index and broadcast itenwordeg to the client’s

requests.

(3 Planimate: Data-Broadcasting-3 (Interact) - Edit defails in item flows {3 Planimate: Data-Broadcasting-3 (Flow) - Create and edit item flows

Fie Edt Run Display log Drack Window Yiew Help Fie Edt Run Display log Drack Window Yiew Help

Figure A.12. Data Broadcast Model — Index and Data Channel (combined model)

« Figure A.13 demonstrates the simulation mode getiihe simulation can be set

in single run or multiple run based on the giverap@eters settings.
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(Interact) - Edit details in item flows |;_HE|_||

Start: Model Run
Continus

Advance To Tims.,,
Advance For Interval..,
Stop

Multiple Run

Rurt Skark Date
Animate Start Time
Log Start Time
Simulate End Time
Master Random Seed

Animate Speed 1
Real-Time Scaling 1.000
Update Interval <Mone=

Figure A.13. Simulation mode setting

Figure A.14 shows the graphical interface when dimaulation is running on

single mode.

0% Planimate: Data-Broadcasting (Running) -

File Edit Run Display Log Track Window ‘iew Help

Figure A.14. Simulation Running mode
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« The image in Figure A.15 illustrates the paramsétting for multiple run modes.

% Multiple Run Setup

Humber of wns n
kazter randorn seed 1

First run log # |1_
Run end time |0.00
Rewview Logging | Cancel | Ok

Figure A.15. Multiple run mode

A.3 Simulation Results

+ Figure A.16 shows the legend of the simulation lteswhich are derived from

multiple run mode.

18 Planimate: Event Overview: Click on an object name
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tabile Client-2 :07
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000 1.00 200 3.00 4.00 5.00
- Time -

Figure A.16. simulation results - collective
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+ Figure A.17 depicts the simulation results from tipld run mode as per
iteration. It can be seen the time the data itereseceived, the time difference

between one data item and another, number of tais received, etc.

I LOGREP. TXT - Notepad CEX
File Edit Format VYiew Help
~
Log analysis report
mode] H pata-Broadcasting
ohject H mobile client-1
Time : 1.22 o 1.22
Interval : 0.01
Exit Filter: None
Exit Cycles: 1
Awg. Length: 0. 000
Cycle Time : 0.01
ohject State Change Summary
State mverage Time peviation Percentage
Idle: 0.0 —-— (100, 0%)
Item Setup: Q.00 —_—— ¢ 0.0%)
Load: Q.00 —_—— € 0.0%)
BLSY: Q.00 —_—— € 0.0%)
Unload: Q.00 —_—— € 0.0%)
Elocked: Q.00 —_—— ¢ 0.0%)
Stoppage: Q.00 —_—— ¢ 0.0%)
UnavaiT. : Q.00 —_—— ¢ 0.0%)
summary of Item Activity
Class In out Avg. Occ. Time
iteml: 2 2 0.00
w

Figure A.17. Simulation result per iteration



Appendix B

Prototype of Data Broadcast System

B.1 Database Design

The data broadcasting are demonstrated on ther sgppécation by theshare price
message type. The Microsoft® Access® databasheisdata source used in the
prototype model. It is comprised of three tablesitled tbIMessageType
tblindexTree and tblSharePrices Figure B.1 illustrates the three tables in the
database of the prototype model. The tatliViessageTypstores records of the
different messages broadcast from the server applic The tabletblSharePrices
stores records of the share prices details. Haate Price is identified by an index
that acts as a primary key in the Share Priceg.tablnally, the tabletblindexTree
stores details about thedex tree architecturdor the share prices. The index tree

identifies when the records in the tatt#SharePricesire broadcast.
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tblSharePrices tblindexTree

fidiD fidiD
fldCompanyMame fldDurationPassed
fldasSxCode fldDescription
fidabbreviation
fldCategary

fildPrice

Figure B.1. Tables in the proposed broadcast model

B.2 Data Broadcast System: Server | mplementation

» Data broadcasting scheme

In the prototype system, a datagrid is includedHieruser to select the share price to

broadcast. Figure B.2 illustrates the serverarfate required to broadcast database

information.

=z Server: Push-based communications 1 to 5

File Display History
Server IP Mumber 192 168.0.157 Local Port Number 1001
Server Log:
Datagrid
Select Message Type l
News Flash Corporation Classification Price(SAUD) | 4|
‘Standard Msg p |Adcorp Aust Lid Media 51.90 -
Adtrans Group Lid Retailing 5372
Alied Gold Ltd Materials 3023
Sends share price after IE T ANZ Ltd Banking and Finance |326.70
B Digital Ltd Telecommunications  |5$0.35 -
I~ Broadcast all shares (every two minutes) Breadeast Individual Share Broadcast All Shares

Figure B.2. Server’s interface for data broadcasting system
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* Index broadcasting scheme

The server application is designed to broadcasStize Pricemessage periodically
with index broadcasting schemes. Figure B.3 flatsts the concept of a tree index
used to accommodate 54 data records. The trer stdds from the root followed
by three level indexes. The first level of the wma®nsists of three data buckets (al,
a2, a3) and each bucket has three pointers to dtee lwlickets in the next level.
Subsequently, there are nine data buckets (b1h32y4, b5, b6, b7, b8, b9) in the
second level and each of them has three pointeteetdast level. The box in the
bottom level represents the final data bucket aach eof the boxes holds 2 data
records. In this context, the root and first lewékhe tree index are referred to as

share structure keys level and the second lewatbi®eto the share data keys level.

Sen
Sructure
keysleve

o /é? AR *\ n ﬁ\ /* i

Share 1: 3 1e b 2} B 2 % % I8 5%
Prices

<

AL

Ve

Figure B3. Index tree structure

In order to describe how the index key is interpadetFigure B.4 provides a tree
structure diagram of all the share structure kegsdicast to the client application.
These share structure keys are broken up into thiearchical levels that are
represented by the letters A, B and C. The fedet on every data represents its

designated hierarchical level.
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AMto4(03)"5108(23

/

B"1to2(01)"3to4(1-16) B"5t06(01)"7t08(1-16)
CM1to1(01)*2to2(0¢ Cn3to3(01)M4to4(0:  C~5to5(01)"6t06(0¢ C"7to7(01)"8to8(0¢

Figure B4. Tree diagram of the share structure keys level

For example, the share structure key B"5to6(01B(Atb-16) is designated to the
hierarchical level B. The higher the designatedramchical level of the share
structure key, the greater the range differencierighe next batch of keys. The
current share structure key has been implementetatca share structure key with
the hierarchical level of A has a range of eighie share structure key with a
hierarchical level of B has a range of four; andshare structure key with a
hierarchical level of C has a range of two. Thsigleted hierarchical level on the
share structure key also identifies the type oftkey is expected; share structure key
or share data key. A share structure key withdimgnated hierarchical level of A
or B identifies when thshare structure keyare broadcast. While a share structure

key with the hierarchical level of C identifies whiheshare data keyare broadcast.

The share structure key is comprised of two magmehts: (1) the range of the next
share structure keys or share data keys broadodgPathe time this batch of share
structure keys or share data keys are broadcake rdnge when the next share
structure key(s) or share data key(s) are broadeastidentified by the next four

values after the  symbol. These four values atdi¢the range of the next batch of

incoming share structure keys or share data kelgsch share structure key is
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comprised of two ranges. Beside each range, thee dtructure key contains the
time interval, when the next batch of keys is buzatl. The time is represented in
seconds and is the two values in between the fonaad backward brackets, (**).

Refer to Figure B.5 for a visual representatiothefshare structure key(s).

The share structure key for the Global index iseadifferent as it includes the port
numbers in which the key are to be broadcast ifitis is applied as Global Index
considers a certain degree of replications. Figu6edepicts the share structure key

for Global Index Scheme.

Identify range of index keys expected to arrive

J,

A"11t04(03)"5t08(23)

Identify when the index keys expected to arrive

Figure B.5. Share structure key

Identify range of index keys expected to arrive
l l Identify index chann

AMt04(03)"5t08(23) 1004 1005

I

Identify when the index keys expected to arriye

Figure B.6. Share structure key — Global Index

By understanding these features, a share strudteyecan be interpreted. For
instance, the share structure key A"1to4(03)"5t®B(@entifies that the share

structure keys for share prices with the identii@a number from one to four are
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broadcast in three seconds, and the share strukéysefor share prices with the

identification number of five to eight are broaddaswenty-three seconds.

The share data key is similar except it also ifieatthe designated port number. The
share data key has three characteristics: (1) @nidantifier, (2) Interval and (3)
Port Number. An example of a share data key ig06[1L014. In this example the
‘01, is the unique identifier, the ‘06’ is the @mval represented in seconds and ‘1014
is the designated port number the share price beilloroadcast to. The server
application interprets this share data key and dwasts the share price with the
unique identifier of ‘01’ to port 1014 after sixcamds has elapsed since the share
data key has been broadcast. Figure B.7 providaesual illustration of this share
data key.

Identifies channel to which
Unique identifier (Identifies the specific typesifare share price is broadcast

that is incoming) (Port number 1014)

01#06/1014

Interval (time in seconds data is broadcasted)

Figure B.7. Share data key
The share prices are broadcast periodically byeakttox. Figure B8 illustrates the
check box required to execute periodic data andexintbroadcasting-based
communications in the server application. Figur@ &d B.10 show the image when

the index is broadcast and the share prices follespectively.
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Ele Display History

Server IP Number 192 1680 157
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|— Connection to server established —

roadcast All
P Prices

qends share price after [22 seconds

Corporation Classficaty Price S(AUD)
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ANZ Ltd Benking and Finance |526.70
B Digital Ltd Telecommunications  |$0.36
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Comm. Bank of Aust Benking and Finance |$31.32

=

Broadcast all shares (every bwo minutes)

Broadcast All Shares (Dual Indexing)

Figure B.8. Server application with indexing scheme

Eile Display

= Push-based communication

History

Server Log:

Server IP Number 1592 168.0.157

Local Port Number 1001

|— Connection to server established —
192.168.0.157: A™1104(03)"5t08(23-40)

192.168.0.167. B11o2(

192 168.0.157: 014331026
192 168.0.157: 02#27[1010

192.168.0.157: C*3to3(01)*4to4(05)

192.168.0.157. 03#29[1018

Select Message Type

Y'3Hod(11-16)
192.168.0.167: C*1to1(01)*2t02(06)

News Flash
Standard Msg

Sends share price after [33 seconds

Corporation Classificati Price S{AUD)
Adcorp Ltd Media $1.90
ANZ Ltd Banking and Finance |$26.70
B Digital Ltd Telecommunications | 50.35

} (BHP Bilition Ltd Materials £13.17
Comm. Bank of Aust Banking and Finance |$31.32

[~ Broadcast ol shares (every two minutes):

Figure B.9. Share structure and share data keys broadcast

Push-based communicati

File  Display

History

Server IP Number 192 1680157

Server Log:

Local Port Number 1001

Standard

MNews Flash

182 168.0.157: 08#25[1024
192.168.0.157. Adcorp:$1.90

182 168 0.157: ANZ 52670
192.168.0.157. B Digital $0.35

152 168 0.157: BHP Biliton:513.17
192.168.0.157. Comm. Bank Aust $31.32
182 168 0.157: Sky Network:54 81
192.168.0.157. Telstra Corp..54.95
182 168 0.157: Wattyl:83.37

Select Message Type

Msg

Sends share price after |23 seconds

|>

=]

| |Corporation Classification Price S(AUD) | =
b [adcorp Ltd Media 2100
ANZ Ltd Banking and Finance |326.70
B Digital Ltd Telecommunications  (30.35
BHP Billition Ltd Materials 81317
Comm. Bank of Aust Banking and Finance |531.32

I~ Broadcast all shares (every two

Broadcast Al Shares (Dual Indexing)

Figure B.10. Share prices broadcast
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e Multi-channeling Environment

The server application is designed so that thetchgplications are able to utilize
multi-channeling. Multi-channeling is exhibited thye server application’s ability to
broadcast data to multiple channels throughoun#ieork. Specifically, the server
application uses a range of port numbers to bratdearange of different

information. Figure B.11 illustrates the multi-cnaling feature.

:': Server: Push-based communications 1 to 5

Ele |Display |History

Serv Local Port Number 1001
Hide Port Information

DateCrammc TCOS0ge CrGnes Data Key Channeis News Report Channels
¥ Port 1002 ¥ Port 1004 [V Port 1006 Port 1008: News Report Channel 1
¥ Port 1003 ¥ Port 1005 v Port 1007 Port 100%: News Report Channel 2

Share Price Channels
Port 1010, 1011: Banking and Finance Port 1014, 1015: Media Port 1018, 1019: Telecommunications
Port 1012, 1013: Materials Port 1016, 1017: Retaiing

Server Log:

Select Message Type
News Flash
Standard Msg
Share Prices

Message to send:

Broadcast Message

Figure B.11 Multi-channelling

The data items from the data source, Microsoft®esscDatabase are divided into
several equal-sized channels and applydéia partitioning broadcast mechanism
(Leong and Si, 1995). By adopting the data partitig broadcast mechanism, the
clients will be able to retrieve broadcast datdaiitt any conflict. For instance, if it is
assumed that each share price data item can oryolaelcast every ten seconds, it
would require a broadcast cycle of 300 secondsHhwty share price data items.

However, by implementing the data partitioning nagbm, the ten second interval
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for each share price is maintained except the ghidces are broadcast at different

starting points among multiple channels.

B.3. Data Broadcast System: Client Implementation

This section describes queries processing frommtcapplication: (1) data filtering;

and (2) data filtering through index.
» DataFiltering

The client application is able to execute the dateadcasting scheme by filtering the
broadcast data, to select and display only theatbgicoming data items. A series
of checkboxes in the client application provides tiser with the option to select the
desired data. The incoming data is selected asplagied when the corresponding
checkbox has a value of one, i.e. is selectedheltheckbox has a value of zero, i.e.
not selected, the corresponding incoming data tissatected and displayed. Figure
B.12 (a and b) displays the initial client applicatfor setting up query, whilst Figure

B.13 shows client application when the query resaie obtained.

B. Client: Data and Singular Index Broadcasting E“§|E|

File Settngs Display History

Message History:

—- Connection to server established —
Checkboxes for data filtering

Share Prices j Other
[~ BHP Biliton Ltd [ TelstraCorp.Ltd [ Mews Flash
[T Coles Myer Ltd [~ Woohaorths Lid

B icels => more shares
[~ Mat. Aust Bank

Battery Lifespan Meter: 100 % power remaining

Figure B.12a. Client application — setting up query
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Checkboxes for data filtering

Broadcast Zfient: List of Shares

— S#€ct shares to accept

[~ Adcorp Aust Ltd

[~ Adtrans Group Ltd
[~ Alied God Ltd

[~ ANZ Ltd

[~ B Digital Ltd

[~ BHP Bilition Ltd

[~ Brickworks Ltd

[~ Coles Myer Ltd

[~ Comm. Bank of Aust
[~ CSRLtd

[~ David Jones Ltd

[ Fairfax Holdings Ltd
[~ Harvey Norman Ltd
[~ Hutchinson Ltd

[~ Macquarie Bank Lid
[~ MobieSoft Ltd

[~ Mortgage Choice Ltd
[~ National Aust Bank Ltd
[~ News Corp. Ltd

[~ PowerTel Ltd

[~ Sky Network Ltd

[~ Telstra Corp. Ltd

[~ Timbercorp Ltd

[~ TWSN Ltd

[~ Unwired Group Ltd
[~ village Roadshow Ltd
[~ Wathy Ltd

[~ Westpac Bank. Corp.
[~ Wochworths Ltd

[~ WordAudio Ltd

[~ AuShares

Clase Window |

Figure B.12b. Client application — setting up query

rver: Push-based communications 1 to 5

File Display History

Server IP Number 192 168.0.157 Local Port Number 1001

Server Log:

192.168.0.157: Vilags Roadshow 31.93
182.168.0.167: TVSN:30.23

8. Client: Data and Singular Index Broadeasting |- [ 1/[X]

192.168.0.157; Telstra Corp. 54 95
192 16 7:Westpac Bank:5i682 | Fle Settings Display History - Select shares to accept

COHE 1 Wl S1T e I” AdcopAustltd [~ Mortgage Choice Ltd
192 168.0.157: World Audio:20 21 Memse Petony: i

[~ Mational Aust Bank Ltd
[T Mews Corp. Lid

[ PowsrTaiLtd

¥ Sky Network Lid

[V Adtrans Group Lid
[~ Afied Gold Ltd

[ ANZ Ltd

™ B Digital Ltd

182.166.0.157; Woohworths:511.77
192.168.0.157: Unwired Group:31.05

192.168.0.157: Adtrans Group:$3.72
192.168.0.157: Coles Myer:33.91
192.168.0,157: Sky Network:54.81
192.168.0,157. Woohworths:511.77

Select Message Type
News Flash
Standard Msg

Sends share price sfter [0z seconds

[~ Broadcast all shares {every two minu/

Share Prices
I~ BHP Biliton Ltd
¥ Coles Myer Lid
|~ Comm.Bank Aust
I~ Mat. Aust Bank

Other
[~ TelstraCorp. Ltd  [¥ Mews Fiash
¥ Woohworths Litd

P I Recieve al Information

Battery Lifespan Meter: 100 % power remaining

I~ BHP Baition Lid

™ Bnckworks Ltd

[V Coles Myer Ltd

[ Comm. Bank of Aust
I~ csRud

™ David Jones Ltd

™ Fairfax Hoidings Ltd
I™ Harvey Norman Ltd
™ Hutchinson Ltd

™ Macquane Bank Ltd
[~ MobieSoft Lid

I~ Telstra Corp. Lid

™ Timbercom Ltd

[~ TVSN Lid

I Unwired Group Ltd
[~ Vitage Roadshow Ltd
I~ Wattyl Ltd

[~ Westpac Bank. Corp.
¥ Woolworths Ltd

[~ WeridAudio Ltd

[~ i Shares

Closa Window |

Figure B.13. Client application — displaying results

» Datafiltering through index

Data filtering through index is when an index i®dmicast with a data item. By
interpreting the data key, the client applicatiemble to switch to energy conserving
mode when the desired data is not scheduled twearifhis power saving

incorporates the following features: automaticpliytially disconnects and turns off
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monitor after idle, automatically turns on monitord connects to server application
when data arrives and automatically partially diswrts after data arrives and
monitor stays on for at least a few seconds. dllemt application is able to

determine when the incoming data is expected ftweaby interpreting the index key
broadcast from the server. Despite, the clientliGgmn being partially

disconnected, it is still able to interpret indeay& The share index key has two
important characteristics: unique identifier antenmmal. The unique identifier the
specific type of data expected to arrive, whileg thterval is the expected time in
seconds when the data is broadcast to the cligrlicagion. The key also has an
additional characteristic that specifies the chhrore port number, which was

explained in the previous section.

The client application interprets each index kedividually by a two-step process:
(1) it checks if the data key’s unique identifi@ri@sponds to the data required by
the user, and either 2a) implements a timer contyoturn the monitor on and
connect to server application when data arrives2lmr ensures that the monitor
remains off and the client application remains ipbyt disconnected. When the
unique identifier of the data key corresponds ® dhata required by the user, step
2a) is executed; otherwise step 2b) is executegbatticular, the client application
interprets a structure key to determine whethaeteive or deliberately not receive

the incoming data key.

The two index structures interpreted by the clepplication to execute the index
broadcasting scheme are the share structure keyslzar@ data key. The share

structure key identifies when the next individuahie data key(s) or share structure
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key(s) is scheduled to arrive. Specifically, tharg structure key identifies two main
elements: (1) those which identify which share cttrce key(s) or share data key(s)
are expected to arrive and (2) the time in secowtien the share structure key(s)
will arrive. A share structure key is more infotima than a share data key and,

unlike the share data key, the share structure &eydependent upon each other.

The index broadcasting scheme is enabled on tket ciipplication by the two
checkboxesgchkSingularindexand chkDuallndex When the two checkboxes are

selected, a four-step process is periodically ebegtcu

1. Partially disconnects and turns off monitor whepliagtion is idle
2. Implements index broadcasting scheme to interprettsire keys
3. Implements index broadcasting scheme to intert keys
4

. Implements data broadcasting scheme to filter imogmata items

The chkSingularindexs applied automatically whenevehkDuallndexis selected.
However, the client can select tbbkSingularindexindependently to only enable
steps 1, 3 and 4 above. Figure B.14 illustratesldlation of the checkboxes,

chkSingularindexandchkDuallndexn the client application for dual index scheme.

The client application conserves power by being ablswitch off the monitor and
disconnect (completely) when the share structune ikenot required. Power is
conserved when the client application is discorewg¢tompletely) because data is
not to be received, therefore the source code lystedjuired to filter out the
incoming data is not executed. Figure B.15 (anth @ depicts the image when

client application is executing indexing methodduahen the following scenario.
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B Client: Data and Dual Index Broadcasting g|§|g|

File Settings Display History

Message History:

— Connection to server established —

Share Prices Other

[~ Adcorp Ltd v Sky Netaork Ltd ¥ Mews Flash
[~ ANZ Ltd [~ Telstra Corp. Ltd § §
v Recieve al Informatio
[ B Digital Ltd [~ Wattyl Ltd O Fezzpr Inirmzien
EHP Biliton Ltd
!’: CommIB::k i WAISEES
Checkbox ' '

Power Saver Options

(chkSingularinde»

2 ically disconnect and turn off monitor until data item is expected
(1st Index: Partial disconnect of client application)

[V Automatically disconnect and turn off monior untl data key is expected
Checkbox (2nd Index: Complete disconnect of ciient application)

(chkDuallnde)

Battery Lifespan Meter: 100 % power remaining

Figure B.14. chkSingularindex and chkDualindex checkboxes

Scenario: User only require to receive the shaoe @f Sky Network Limited

Steps executed by the client application when imgeis enabled:

1. Automatically partially disconnects and turns ofbmitor after five seconds
idle

2. Receives share structure key A*1t04(03)"5t08(23)

3. Examines whether the user has checked any of #re phice checkboxes

4. Detects that share price with the identificatiomber six is required

5. Completely disconnects for a time interval of twetliree seconds
- Deliberately does not receive share structure lkayshare data keys

related to share prices with the identification bembetween one to four

6. Reconnects after the time interval of twenty-thseeonds has passed

7. Receives share structure key B"5t06(01)"7t08(11-16)

8. Remains connected as share price with the ideatidic number of six is

broadcast in one second
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9. Receives share structure key C"5t05(01)"6t06(06)
10. Completely disconnects for one second
- Deliberately does not receive share data key ferstiare price with the
identification number five.
11.Reconnects after the timer interval of one sec@wpgassed
12.Receives share data key for the share price watlidgmtification number six

13. Executes steps required for data indexing and fdtetdng

B Client: Data and Dual Index Broadcasting |Z||§|rg|

File Settings Display History

Message History:

—- Connection to server established — i
192.168.0.157: AMt

— Connection to se

r terminated — 1
— Conne : stablished — three share striicture keys rece
192.168.0.157: B*5 11Tl (11-16)
192.168.0.157: C*btob(01)"6to6(06)

68.0.157: B*bto
A4
Share Prices Other
[~ Adcorp Ltd ¥ Sky MetaorkLtd [ News Flash
[~ ANZ Ltd [ Telstra Corp. Ltd ) _
[ B Digital Lid  Wattyl Ltd [ Recieve al Information

[~ BHF Bilitcn Ltd
[ Comm. Bank Aust.

[~ Al Shares

Figure B.15(a). Three share structure keys are received

B. Client: Data and Dual Index Broadcasting |:||§|r5__(|

File Settings Display History

Message History:

— Connection to server terminated — -
— Connection to established —

192.168.0.167: 062411026 4————— Only one share data keyceivec
— Connection to terminated —

— Connection to se partialy terminated —
— Connection to server established —

A
Share Prices Other
[~ Adcorp Ltd ¥ Sky MetworkLtd [+ News Flash
[~ ANZ Ltd [~ Telstra Corp. Ltd i )
v R n, il Inf tic
[~ B Digital Ltd I Wattyl Ltd v Recieve all Information

[~ BHP Biliton Ltd

A15h
[ Comm. Bank Aust | ares

Figure B.15(b). One share data key is received
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]

% Client: Data and Dual Index Broadcasting

File Settings Display History

Message History:

— Connection to server partially terminated — -
— Connection to server established — . .
192.168.0.157: Sky Network:s2.21 4———  Share price received
— Cennection to server partially terminated —
— Connection to server established —

v
Share Prices Other
[~ Adcorp Ltd ¥ Sky Metwork Ltd [ MNews Flash
[T ANZ Ltd [~ Telztra Corp. Ltd . X
v Recieve all Inf iy
[ E Digtal Ltd I Wattyl Ltd B ferss s e

[ BHP Biliton Ltd

A 5h
[ Comm Bankdust | ares

Figure B.15(c). Client receives the desired share price

e Multi-channelling Environment

Both the data and index broadcasting schemes gr&bleaof being used in a
multi-channel environment. Figure B.16 illustratetien the multi-channeling

function is executed in the client application. eTimage demonstrates the client
application a) tuning to the designated channéhefrequired data; then b) tuning

back to the index channel when the required shace 8 received.

B Client: Data and Singular Index Broadcasting |Z||§|E|

File Settings Display History | c
Displays Current

Channel Selection Channel
Current Channel
v M Share and Mews Data Keys <
Figure B.16. Displays the current channel
B Client: Data and Singular Index Broadcasting E]|E|@
File Settings Display History Current receiving channel
Channel Selection (Banking and Finance)
Current Channel
[v Multi-Channefing Banking and Finance <
Automatically tunes to
e . . banking and finance
192.168.0.157: Comm. Bank Aust:531.32 . .
share price channel to receive
required share price
Share Prices Other

[~ BHPBiitonLtd [ Telstra Corp.Ltd [~ Mews Flash
[~ Coles Myer Lid [~ Woolworths Ltd

[ iComm Bank Aust T ™ Recieve al Information
[ Nat. Aust Bank

Figure B.16(a). Tunes to required channel, Share Prices: Banking and Finance
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B Client: Data and Singular Index Broadcasting g|§|@
File Settings Display History

Channel Selection
Current Channel

Message History:

1592.1658.0.157: Comm. Bank Aust:$31.32

Share Prices Other
[~ BHPBiliton Ltd [ Telstra Corp.Ltd [ Mews Flash
[~ Coles Myer Ltd [ Wochworths Ltd

™ Nat. Aust Bank

[V iComm.Bank Aust [ Recieve all Information
: +  »»more shares

Current receiving channel

W MUEChanneing  spare ang News Dt Keys 4—————— - AUtOMatically tunes

channel back to index
channel when share price is
received

Figure B.16(b). Client application executing multi-channelling and data indexing

B.4 Sample Sour ce codesfor Server | mplementation

e chkPeriodicBroadcastShares_Click()

Private Sub chkPeriodicBroadcastShares_Click()

** Notes:

“* - Periodically broadcasts all shares
** Either

“* - 1) Calls timer control, tmrPeriodicBroadc
“* - 2) Disables timer control, tmrPeriodicBro

'If checkbox is selected, enter condition statement
If chkPeriodicBroadcastShares.Value = 1 Then

'Set interval of timer control to 60000
tmrPeriodicBroadcast.Interval = 60000

‘Enable timer control, tmrPeriodicBroadcast
tmrPeriodicBroadcast.Enabled = True

'If checkbox is not selected enter condition statem
Else

'‘Disable timer control, tmrPeriodicBroadcas
tmrPeriodicBroadcast.Enabled = False

End If

End Sub

ast
adcast

ent

e cmdBroadcastAllShares_Click()

Private Sub cmdBroadcastAllShares_Click()

“** Notes:
“* Broadcasts all shares prices in entire coll
“* 1) Disable share price command buttons
"** 2) Retrieves share prices from data source,
"* 3) Call timer to enable share buttons

ection

MS Access
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'Disable Share Price command buttons
‘- Therefore unable to broadcast share prices
'- Ensure that all share prices are broadcast
cmdBroadcastShare.Enabled = False
cmdBroadcastAllShares.Enabled = False

** Data source: Microsoft Access Database
'‘Broadcasts All Shares in the Categories L to Z
'‘Moves to first record in Active Data Object (A
adoShares.Recordset.MoveFirst

'‘Loop stops when the ADO recordset reaches the
Do Until adoShares.Recordset.EOF = True

'Calls the cmdBroadcastShare_Click meth
cmdBroadcastShare_Click

'Moves to next record in ADO recordset
adoShares.Recordset.MoveNext

Loop
‘Enable all share price buttons when broadcasting f
tmrEnableShareButtons.Interval = 60000

tmrEnableShareButtons.Enabled = True

End Sub

DO) recordset

end

od

inished

e cmdBroadcastShare Click()

Private Sub cmdBroadcastShare_Click()
On Error GoTo ErrorHandler

** Notes:
“** Method called when Individual Share Price bro
"** . 1) Stores share price key ID of selected sh
** . 2) Stores share price of selected share
** - 3) Calls sendDataKey method (Broadcast Shar
** . 3) Stores interval for selected share price
"** - 4) Calls timer control array, tmrSharePrice
"** - Timer broadcasts the share price

'Declared string to store share price interval
Dim strSharelnterval As String

35 share prices can be sent simultaneously

'If there is greater than 35 share prices, earlie

If intShareCounter = 36 Then
intShareCounter = 1

End If

'Retrieves the share price key value from the data

strSharePriceArray(intShareCounter, 1) = adoShares.

'Retrieves the share price value from the data sour
'Stores the share price in a 2-dimensional array
strSharePriceArray(intShareCounter, 2) =
adoShares.Recordset!fldAbbreviation + ":" +
adoShares.Recordset!fldPrice

adcast
are

e Key)
(Index)

st is overwritten

source
Recordset!fldID
ce
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**Calls the sendDataKey method
'‘Method is used to send the Share Price Data Ke
sendDataKey (strSharePriceArray(intShareCounter,

'Store the share interval as a string
'- Break share price key so interval is separat
strSharelnterval = Mid(adoShares.Recordset!fldID,

“**\/alue of counter determines timer control that i
‘Interval of share key timer is made to equal inte
tmrSharePrice(intShareCounter).Interval = Mid(strS

2) * 1000

‘tmrSharePrice(Index), Timer Control Array is enabl
tmrSharePrice(intShareCounter).Enabled = True

‘The share price counter is incremented by 1
‘- Ensure timers are not overwritten, unless when

intShareCounter = intShareCounter + 1

ErrorHandler:

If Err.Number <> 0 Then
'Calls method to provide appropriate message boxes
‘occur
processErrors (Err.Number)
‘Continue resuming application despite error
Resume Next
End If

End Sub

y
1))

e
4, 4)

S manipulated
rval of share key
harelnterval, 1,

ed

greater then 35

if errors

¢ sendDataKey(String)

Private Sub sendDataKey(strData As String)

"** Notes:

"** - Broadcasts the Data Keys

"** - Broadcasts Standard Messages

"** 1) Data Channels are: 1001, 1002 and 1003
** 2) Data Key Channels are: 1006 and 1007

'Set the address of the winsock control to broadcas
wskUDP.RemoteHost = "255.255.255.255"

“**Data Broadcast Port
‘Change remote port to 1001
wskUDP.RemotePort = 1001
'‘Broadcast the Share Price retrieved from share pri
wskUDP.SendData strData

** Data Broadcast Port
'If Port 1002 is checked enter condition statem
If chkPortl.Value = 1 Then

‘Change remote port to 1002
wskUDP.RemotePort = 1002
'‘Broadcast the incoming data, strData to ne
wskUDP.SendData strData

End If

t address

ce array

ent

twork
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** Data Broadcast Port
'If Port 1003 is checked enter condition statem ent
If chkPort2.Value = 1 Then

‘Change remote port to 1003

wskUDP.RemotePort = 1003

'‘Broadcast the incoming data, strData to ne twork
wskUDP.SendData strData

End If

"** Data Key Broadcast Port
'If Port 1006 is checked enter condition statem ent
If chkPort5.Value = 1 Then

‘Change remote port to 1006

wskUDP.RemotePort = 1006

'‘Broadcast the incoming data, strData to ne twork
wskUDP.SendData strData

End If
"** Data Key Broadcast Port
'If Port 1007 is checked enter condition statem ent
If chkPort6.Value = 1 Then
‘Change remote port to 1007
wskUDP.RemotePort = 1007
'‘Broadcast the incoming data, strData to ne twork
wskUDP.SendData strData
End If

End Sub

¢ sendShareBodyData(Integer)

Private Sub sendShareBodyData(intindex As Integer)

** Notes:

"** - Broadcasts the Share Price: ONLY

"** 1) Data Channels are: 1001, 1002, 1003

** 2) Share Channels range from: 1010 to 1019

'Set the address of the winsock control to broa dcast address
wskUDP.RemoteHost = "255.255.255.255"

**Data Broadcast Port
‘Change remote port to 1001
wskUDP.RemotePort = 1001

'‘Broadcast the Share Price retrieved from share price array
wskUDP.SendData strSharePriceArray(intindex, 2)

** Data Broadcast Ports
'If Port 1002 is checked enter condition statem ent
If chkPortl.Value = 1 Then
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‘Change remote port to 1002
wskUDP.RemotePort = 1002
'‘Broadcast the Share Price retrieved from s
wskUDP.SendData strSharePriceArray(intindex

End If

** Data Broadcast Port
'If Port 1003 is checked enter condition statem
If chkPort2.Value = 1 Then

‘Change remote port to 1003
wskUDP.RemotePort = 1003

'‘Broadcast the Share Price retrieved from share pri
wskUDP.SendData strSharePriceArray(intindex

End If

“** Share Price Broadcast Port
'Port number specified in share price key store
Dim intPortNumber As Integer
intPortNumber = Mid(strSharePriceArray(intindex

'‘Changes remote port to port specified in share
wskUDP.RemotePort = intPortNumber

'‘Broadcasts the Share Price retrieved from shar
wskUDP.SendData strSharePriceArray(intindex, 2)

“* Share Price Broadcast Port
'‘Broadcasts the data to the next port (incremen
'‘Corresponds to the Share Key Port
- (eg. key states port is 1001, therefore next
‘Increment port number by 1
intPortNumber = intPortNumber + 1
‘Change remote port number by an increment of 1
wskUDP.RemotePort = intPortNumber
'‘Broadcast the Share Price retrieved in share p
wskUDP.SendData strSharePriceArray(intindex, 2)

hare price array
il 2)

ent

ce array
1 2)

d as an integer
, 1), 7, 10)

price key

e price array

tof 1)

port is 1002)

rice array

End Sub

B.5 Sample Sour ce codesfor Client | mplementation

e processDataFiltering(String)

Private Sub processDataFiltering(strincomingData As String)

** Notes:

** - Method called directly from wskUDP_ DataArri val(Long) method

** - Displays incoming data according to user's preference
“** - Incoming data displayed in textbox, txtHist ory
'‘Declaration of two counters: Share and Charact er counter

Dim intShareCounter As Integer
Dim intCharacterCounter As Integer
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'‘Declaration of string: Data displayed on textb ox, txtHistory
Dim strDisplayData As String

'If checkbox, chkAll is checked then enter cond ition statement
If chkAll.Value <> 1 Then

'‘Share counter is equal to one
intShareCounter = 1

'Assumption: Only 30 share prices exist
'Loops until share counter is less than six ty-two
Do While intShareCounter < 31

'If any strListOfSharesArray(integer, 2 ) = 1 then enter
‘condition statement

' - Equivalent to if any share checkboxes are check ed
If strListOfSharesArray(intShareCounter ,2) ="1"Then

'‘Character counter is equal to one
intCharacterCounter = 1

'‘Declaration of integer: Used to determine length o f
'share price
Dim intShareLength As Integer

'‘Loop until character counter is less then length o f
'incoming data
Do While intCharacterCounter <= Len (strincomingData)

'intShareLength is equal to the length of share
'price
intShareLength =
Len(strListOfSharesArray(intSha reCounter, 1))

'If incoming data is equal to share price, enter
‘condition statement

If Mid(strincomingData, intChar acterCounter,

intShareLength) =

strListOfSharesArray(intShareCo unter, 1) Then
intShareLength = intShareLe ngth + 7

'String, strDispl ayData is equal to the share

'price plus 7 characters af ter
strDisplayData = Mid(strinc omingData,
intCharacterCounter, intSha reLength)

**Calls method, addincomingText
'‘Displays string, strDisplayD ata on txtHistory
addincomingText strDisplayData, txtHistory

End If
'Increment character counter by one
intCharacterCounter = intCharac terCounter + 1

Loop
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End If

‘Increment share counter by one
intShareCounter = intShareCounter + 1

Loop
‘Enters this condition statement if checkbox, chkAl
- Applies no filtering
Else
"**Calls method, addIncomingText
'Displays incoming data on textbox
addIncomingText strincomingData, txtHistory
End If

End Sub

| is checked

e processShareDataKey(String)

Private Sub processShareDataKey(strincomingData As

"** Notes:

“** - Method called directly from wskUDP_ DataArr
“** - Interprets the share data key

** - |f any share price selected to be recieved

'‘Declaration of two counters
Dim intShareCounter As Integer
Dim intCounter As Integer

'Stores Share Data Key

Dim strShareKey As String

'Stores Port number

Dim strPort As String

'Stores the interval of news data key
Dim timelnterval As Double

'‘Share counter is equal to one
intShareCounter = 1

"** One share price broadcast per message
‘Maximum of 61 share prices can recieved simult
Do While intShareCounter < 31

'If checkbox is checked, i.e. value of one
If strListOfSharesArray(intShareCounter, 2)

‘Counter is equal to one
intCounter = 1

'‘Loop until character counter is less t
'incoming data
Do While intCounter <= Len(strincomingD

'If incoming data is equal to #, enter condition

'statement

String)

ival(Long) method

by user

aneously

=1 Then

hen length of

ata)
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If Mid(strincomingData, intCounter, 1) ="#" Then

'String, strShareKey is equal to the share data
strShareKey = Mid(strincomingData, int
'Stores the port number from the data key
strListOfSharesArray(Mid(strShareKey, 1,2),3)=
Mid(strincomingData, intCounter + 4, 4 )

Counter - 2, 5)

End If

'Increments counter by one
intCounter = intCounter + 1
Loop

‘Counter is equal to one
intCounter = 1

'‘Loops until counter reaches 31
Do While intCounter < 31

'Interprets to check if user requires data
‘- Enters condition statement if us er requires data
If Mid(strShareKey, 1, 2) = intCoun ter And
strListOfSharesArray(intCounter, 2) =1 Then

‘Calculates and stores time int erval for shares
timelnterval = Mid(strShareKey, 4, 5)
timelnterval = timelnterval - 0 .45

'Stores the port number into po
intPortArray(intCounter) =
strListOfSharesArray(intCounter , 3)

rt number array

‘Sets interval and enable timer control
tmrRecieveShareData(intCounter) Interval =
timelnterval * 1000
tmrRecieveShareData(intCounter) .Enabled = True

End If

'Increments counter by one
intCounter = intCounter + 1

Loop

'Assumed only one share price in message
‘- Therefore share counter equal to 31
intShareCounter = 31

End If

‘Increments share counter by one
intShareCounter = intShareCounter + 1

Loop
End Sub

key




